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I. Re-conceiving the Question

Jan Trembley and Anne Dalke

The Nature of Things

As the film, The Way Things Go opens, a bulging garbage bag cinched with rope spins down into the frame, nudging a tire standing on end against a makeshift seesaw, which flipflops to send a step ladder on wheels trundling down a ramp; burning candles tip over, setting off explosions, traveling fires, and chemical spills; a current of foam moves an old shoe across the floor. The plot is a cosmic possibility that any one of the household items lined up in an empty warehouse to create a 100-foot chain reaction will miss its target, but none do; the slapstick of grimy determinism ends in a vapor cloud.

The Way Things Go initially appears to have been shot in one take; that nose gets longer as the wreckage mounts. The improbable sequence of events, basic laws of chemistry and physics notwithstanding, forces the viewer to wonder not only how the film was made but how things really do happen.

High speed computers have allowed us to begin to analyze and predict systems, such as weather patterns, that were until recently considered beyond the reach of science. Emergence is a particular kind of system in which complex, interesting, high-level functions arise unexpectedly out of the simple interactions of low-level mechanisms. We use it to describe a family of phenomena as diverse as biological evolution, ant colonies, and some of the latest video games, in which players show unexpected behaviors and find ways to manipulate rules.

This way of thinking about the world, once known as “complex systems,” has garnered attention in the sciences and social sciences in the past five years. A number of recent books by single authors, on emergent behavior and related theories, provide intriguing, useful, broad perspectives (see, for instance, Buchanan, Johnson, Minsky, Resnick, Waldrop). Emergence is by now a well-developed intellectual perspective, and courses in the topic are increasingly being offered at the collegiate level, such as one currently cross-listed at Bryn Mawr College in the biology and computer science departments (see Blank and Grobstein 2006).  

Out of such activities comes a new and quite general conceptual framework that can be used to explain phenomena ranging from the boiling of water to the branching of trees to the evolution of consciousness. This framework explains phenomena by way of a pragmatic perspective on puzzle solving that assumes no conductor (no one anticipating future outcomes), but only an originally—and still largely—undirected play of entities, which become parts of larger entities which become parts of still larger entities (and so on). 

These are some essential, common, and perhaps surprising characteristics of emergent systems:

•  
Systems of this kind frequently evolve effectively “on their own”: relatively simple bi-directional interactions between relatively simple elements produce patterns of coordination and a substantial degree of organization.

•  
Some degree of autonomy and “randomness” in the behavior of the elements is an important ingredient in the establishment, function and continuing evolution of ordered complexity.

•  
The future of such systems can be determined only by playing them out. There is no formula for completely predicting in advance what the system will look like in the future (Dalke et. al.)

These principles of emergence hold in a wide variety of different situations. What we here add to this conversation is a range of demonstrations of how working from emergence perspectives can change disciplinary practice in history, economics, literary studies, linguistics, biology and physics. 

This volume of essays is also distinguished by its critical approach. Rather than attempting to “sell emergence” as a theory of everything, we ask what it is, and how it can (and cannot) be used. Is it a description, a property, an explanation, a metaphor, a mechanism, a measure? Should it be understood not as one but a family of definitions? While people are drawn to simple explanations for a complicated, unpredictable and frightening universe -- on earth and beyond -- we want to demonstrate the pleasure and reassurance to be found in hard thinking.

Are there effective ways for groups of humans to choose actions that affect the course of events, both imagining and making something new, rather than following rules that we can only attempt to identify and re-run? Would it be better for us not to act in isolation, with set goals in mind, and work instead in groups, trusting in our shared abilities to come up with better solutions to problems? 

These are the kinds of questions that have driven, divided and maddened a breakfast group of characters, from different disciplines at Bryn Mawr and Swarthmore Colleges, who have been gathering weekly to discuss a wide variety of “emergent systems.”  Begun at Bryn Mawr in the fall of 2002, our working group is one of a number sponsored by its Center for Science in Society to support novel intellectual collaborations among scientists and non-scientists. We are archeologists, biologists, classicists, computer scientists, economists,  journalists, historians, linguists, literary scholars, philosophers, physicists and psychologists, who bring perspectives from our own fields and are eager to learn from each other.  We ask what emergence is, if there can be different types, and how it can and should not be used. Is it a description, a property, an explanation, a metaphor, a mechanism, a measure?

Many of us think that emergence produced our ability not only to think about the process of emergence itself, but attempts to imitate, use and control it. Some of us see emergence everywhere; some of us see it less and less, or as a bridge to other conceptual frameworks. 

Importantly, there is no designer in emergence and no goal only the process of design. The resulting organization is greater than the sum of its parts, but not entirely predictable from the rules followed by individual agents at a lower level, nor easily traceable through the simple dynamics going on there. In fact, an implication of emergence theory is that we may never understand how things came to be.

In The Wealth of Nations, his 1776 book that laid the foundations of modern economic thought, Adam Smith argued that people acting selfishly in their own interests can benefit society “as if led by an invisible hand,” more effectually than if they had actually intended to do so by pursuing a larger goal. An ant colony also flourishes through “selfishness” of individuals: the complex, adaptive behavior of the colony results from the division of labor, insects following simple rules, with some degree of autonomy and randomness, and without the guidance of a leader. Although agents in economic markets can have knowledge beyond their immediate environments and act on that knowledge, they cannot base their actions on an attempt to create an outcome. 

Neurobiologist and Center Director Paul Grobstein comments, “Understandings are necessarily achieved by moving outside one’s own and everyone else’s comfort zone, into places where one doesn’t and can’t know what the rules are. One has to go there, and bring something back, and subject it to evaluation by others without there being any way to know in advance whether it will or will not survive that evaluation and prove useful. The need to move ‘outside the box’ defined by one’s perceptions of the expectations of professional societies, colleagues, and even students is fundamental not only to good teaching but to the very essence of being an academic.”

In this collection, we offer not only portals to a particular field or perspective; the models we consider suggest new ways for people and groups to interact, creating conditions for higher levels of organization to emerge, evolve and thrive.

The collection is not intended to provide an overview from a particular point of view, or at a particular point in time. It is intended, instead, to be a snapshot of the playing out and continuing development of emergent perspectives in the context of the problems defined by, and applications required in, particular disciplines. The authors, who are scholars in a wide range of fields, are engaged with each other in a broad conversation about the meaning and significance of emergence.

The essays in this volume are logs from our explorations over coffee and muffins around a lab room table littered with robot parts and LEGO pieces. The sequence of essays traces the implications of emergence from the study of the beginning of the universe to that of the brain, for work in economics and history, in literature and linguistics, in biology and physics. The dialogues that follow some of the essays function themselves as yet additional examples of emergent processes.

The current state of thinking is thus reflected not only in our individual essays, but in the intersections among them. We hope that this snapshot of a dynamic interdisciplinary activity in progress will give interested readers a realistic and engaging picture of what emergence is, one that they can read in its entirely or for what it has to say about their own particular areas of interests.
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Paul Grobstein 

From Complexity to Emergence and Beyond:

Towards Empirical Non-Foundationalism as a Guide for Inquiry

Emergence is increasingly “in fashion” (Resnick, Holland; Johnson, Keller), as was complexity fifteen years ago (Waldrop) and systems theory (Von Bertalanffy), cybernetics (Wiener), and unified science, among other things before that.  In the case of emergence, as with its predecessors, different people are drawn for different reasons to a something that reflects to varying degrees varying senses of dissatisfaction with existing paradigms for asking and answering question.  In this important sense, emergence exists because of emergence and so has a somewhat different shape and character for different people and different more or less agreed on characteristics at different times.  

This essay is about my own evolution as an inquirer and about how discussions of first complexity and then emergence have both contributed to that evolution and suggested a path for its further development.  As I hope will be clear by the end of this essay, I adopt this autobiographical approach not because I think there is anything particularly important about myself or my own experiences but rather because the story I have to tell itself implies that both the historical and the personal play much more significant roles in inquiry than has yet to be fully appreciated.   From this emergence perspective, my task is not to tell a completed story but rather to provide from my own experiences material that others can use to further evolve their own trajectories of inquiry.   I hope that the story of “non-foundational empiricism” serves that function.  

A Personal Starting Point 

Three general ideas permeated the environment when I was a young scientist in the 1960’s and 70’s.  One was that the surest route to understanding involved focus and specialization.  Paying attention to fields of inquiry other than one's own specialty was, to put it mildly, not regarded as a productive way to invest one's time.  A second foundational idea was that understanding more complex phenomena would follow necessarily from isolating and fully characterizing simpler phenomena that gave rise to them.  And a third was that reality (or at least that subset of it that was treated at any given time as within the sphere of rigorous inquiry) was in fact understandable by such an approach, i.e., that there actually was a well-defined and unique set of properties and rules, the discovery of which would progressively make the mysterious and not yet understood more predictable and ultimately completely so. 

Given the state of science at the time, one that created an environment within which many people were not only comfortable but prosperous and quite productive, this was a perfectly reasonable set of ideas. And I became increasingly skeptical of it, as suggested by the following quotations from a paper I published almost twenty years ago (Grobstein, Head to Heart):

…important aspects of both morphogenesis and brain function (and probably evolution and the immune system as well) are determined not by anything idiosyncratic to these particular systems but rather by some more general set of rules and principles to which they are all subject.

The myth that analysis at finer and finer levels of detail is the objective of studies of morphogenesis and brain function has been effectively driving research for a long time . . . the present discussion implies that what is needed in both cases is to identify the involved semi-isolated systems at various levels of organization and to characterize the interactions among them.

Both morphogenesis and brain function behave to a significant extent as parallel, distributed information processors. 

. . . variance is fundamental rather than either incidental or detrimental to successful biological organization . . . without variance the generation of novelty which is so important . . .  to sustained organization in the face of an unpredictably varying environment [would] be lost.

It may be time to discard the metaphors of the machine age for not only the health of the biological sciences but that of our culture and species as well.

My sense was that there were important patterns visible across fields of inquiry that were being missed by getting caught up in the idiosyncrasies of any one. At least as important, in hindsight, was my developing distaste for the notion that there was already known to be a right way to engage in scientific inquiry. I had an even greater distaste for the idea that inquiry was itself, in turn, simply a process of uncovering things that already exist.  Both science and the world, it seemed to me, not only must be more interesting than that but seemed, in fact, to be empirically proving to be so, at least in the fields in which I was then working.  

Recognizing commonalities in terms of  "parallel, distributed information processors," at several interacting "levels of organization" with a significant role for "variance," seemed to me open things up a bit in useful ways, as it did for others in the evolving area of what was then called "complex systems" (the Santa Fe Institute was founded in 1984; Parallel Distributed Processing was published in 1986 (Rummelhart)).  My personal touchstone at this time was the phrase, “Simple things interacting in simple ways can yield surprisingly complex outcomes” (Serendip Complex Systems).

This general principle had itself recently become empirically demonstrable because of the ready availability of computers that allowed one to easily and quickly explore the consequences of simple interactions of simple things in a way never before possible (Serendip Complex Systems).  While this didn’t itself challenge the older idea of trying to make sense of the behavior of wholes in terms of parts that made them up, they did provide an explanation for the increasingly common finding that there was no simple relation between wholes and parts: one ought not to be looking for parts that had the same properties as wholes--what I called “naïve reductionism” (Grobstein, Head to Heart)--but rather for parts with other sorts of properties, not necessarily either predictable or unique, that yielded by their interactions the observed properties of the whole.   The focus on interactions also indicated that working exclusively downward from wholes to parts could be missing significant aspects of what was going on: interacting parts yield new properties of wholes that could in turn be important influences on the parts.  One needed to work both downward and upward from any given starting point.  

More generally, complexity achieved through interactions began to create a challenge to the notion that understanding could be equated absolutely with predictability, a challenge still more serious if one allowed not only for complexity in interactions but also for some measure of genuine indeterminacy in either parts or interactions or both (Grobstein, Variability). This might not be quite enough to justify “discarding the metaphors of the machine age” as a foundation for inquiry, but it pointed that way and laid some important groundwork for later movements in that direction.  Finally, the complexity perspective encouraged the notion that there might be similar explanations of similar phenomena in quite different realms. 

An Illustrative Case: The Complex Systems Perspective

One can't help but notice a similar pattern of ripples in the photographs of Figure 1.  They are in fact though quite different phenomena occurring at quite different scales.  One is a landscape pattern on Titan (one of Saturn’s moons), another a sand dune pattern in Africa, the third a pigmentation pattern on a zebra, the fourth a cloud pattern, the fifth a pattern in water (being used to illustrate aspects of economic change), and the sixth a sand pattern in a Zen garden.

Is it useful to entertain the idea of a similar understanding of all of these disparate patterns, something that transcends the idiosyncrasies of meteorology, geophysics, biology, and culture?  And, if so, what would a "similar understanding" look like, and how useful would it be?  One possibility of course is that that there is some single outside agent that had that pattern in mind and so shaped all these different materials similarly.  Most scientists (myself included) discount that possibility. Could there be some general form of "simple interactions of simple things" that is instantiated in all these different cases and so yields the ripple pattern observed in all of them?

That's the sort of question that a "complex systems" perspective encourages (the existence of "flicker noise" in a variety of different systems is a similar though more abstract example; cf. Bak).  And it has been demonstrably a productive question to ask.  Alan Turing, who noticed similar patterns of pigments in a variety of different organisms, produced a classic paper describing a set of diffusion equations that would yield ripples (among other things) using any of a wide variety of constituents (Turing; see also Wilensky). There are other sets of formalisms that link together in likely ways dune formations on Earth and on Titan, despite their very different physical constituents and conditions.  On the flip side, some ripple patterns certainly involve one set of formalisms and others others.  Some things turn out to be usefully linkable together using the "complex systems" perspective, others not.  The "complex systems" perspective can, it has turned out, be a useful adjunct to more idiosyncratic perspectives, but is not a replacement for them.  

Useful as the "simple things interacting in simple ways" insight was (and continues to be, see Greif, this volume), a truly general set of "properties and rules" that can be similarly and equally effectively used across all spheres of inquiry did not result from it and seems unlikely ever to.  The Zen garden ripple patterns provide an important case in point.  While we can comfortably imagine that each of the other ripple examples can be accounted for by simple interactions of simple things, the Zen garden pattern would seem to be different, to involve something more, something with an overall intent or purpose.  What’s different in this particular case, and how are we to make sense of that?  

Looking Slant: The Emergence Perspective

“By starting from wholes and moving down into parts, one is 

moving in the opposite direction from which things arise”  

(Goodenough and Deacon).

The complex systems perspective starts from existing phenomena and asks for an explanation of them in terms of interactions among simpler components, and then for an explanation of those in terms of interactions among still simpler components, and so on.  It differs from "naive reductionism" in significant ways,  but is not in and of itself a direct challenge to the notion that the goal of inquiry is "a well-defined and unique set of properties and rules the discovery of which would progressively make the mysterious and not yet understood predictable.” The complex systems perspective did though contain the seeds of a challenge to even more sophisticated forms of reductionism, particularly in its recognition of the possibility of wholes affecting parts, i.e., top-down influences, and of indeterminate processes.  

For me, the important step from complex systems to what I call the emergence perspective has to do with a recognition: “simple things interacting in simple ways yields complex outcomes” may in fact be more than a (sometimes useful) tool for discovering ways to account for properties of wholes.  It might in fact be the explanation for the existence of lots of interesting wholes.  Here my own personal touchstone has been “organization can exist without either a conductor or an architect.”

The "ripples" I used to demonstrate the complexity perspective serve equally to make clear this new notion in the emergence perspective.  Most of us presume that there was no “conductor,” no one on the surface of Titan delivering directions to the grains of whatever is there to position them in orderly arrays--much less an “architect,” anyone with any intention, any picture in mind, of how they wanted those grains to be organized. Those patterns (and similar ones on our own beaches, lakes, and skies) have no explanation OTHER than that they are "simple things interacting in simple ways.”

The principle of "no conductor, no architect" is not hard for (most) people to accept with regard to ripples.  Its significance becomes clearer though with its successful (and surprising) application to a wide range of other phenomena, including processes of cellular aggregation, flocking and synchronization in animal behavior, and a host of human social phenomena.  We're not in general used to explaining things without invoking either an conductor or an architect, and that has clearly affected our ability to "understand" a wide variety of phenomena.  This is not to say that we should never look for conductors or architects, but that more sophisticated forms of inquiry should not PRESUME them.

Emergence as a "universal acid"?

The full blown emergence perspective is actually more subversive still, by several orders of magnitude.  Like the perspective of biological evolution (from which it grew and closely resembles), the emergence perspective raises the serious possibility that the origins of everything that currently exists lacked any architect, plan, or intention, i.e., that we cannot derive "meaning" in our own lives from looking either backwards at our origins or forwards toward some pre-existing goal.  This is not so disturbing (for most of us) in accounting for ripples, but can be quite disturbing with regard to other matters.  

Particularly important, in the present context, is that the emergence perspective has some interesting and perhaps disturbing implications for thinking about inquiry.  We may, if we want, choose to "explain" ripples in terms of "properties and rules," but those could well prove in fact to be constructions of our brains (which could themselves of course be emergent systems). In any case, they played no role whatsoever in the formations of the ripples which (we presume) would exist not only in the absence of a conductor and an architect, but also in the absence of any inquirer into them.  Are the "properties and rules" that the inquirer comes up with "unique"?  The answer is no: there are always multiple ways to tell a story about any given set of observations (Grobstein, Less Wrong).   In short, the very concept of accounting for things in terms of "properties and rules" may itself need an emergent explanation (as do conductors and architects), and so cannot be taken as a certain ground for inquiry.  It is not only PARTICULAR examples of "properties and rules" that are challengeable, but the concepts of "properties and rules" themselves as a way of making sense of things. 

What’s generally important about emergence, seen as source of what is to be explained rather than simply a way of explaining things, is its emphasis on the importance of historical explanation and on a pattern of ongoing creation of novelty.  What has emerged somewhat unpredictably from the past is the grist from which a significantly unpredictable future emerges. Moreover, the emergence perspective encourages one to situate the inquirer within the process being explored and so as a potential additional contributor to that novelty.   This in turn suggests a need for reconsidering at fairly deep levels what is meant by “understanding” and how one might go about achieving it.  From this perspective, neither predictability nor reducibility to a fixed set of “properties and rules” is appropriate general criteria by which to measure the success of inquiry.   What is needed instead is recognition that what is important is not how well the inquirer can account for the present, but what new things can be brought into existence to be explored in the future.    

That problems about the purpose of inquiry and the meaning of existence arise with the emergence perspective can be discomfiting, but seem to me to an indication of its broad significance rather than a source of concern.  The emergence perspective does indeed challenge older ways of asking and answering questions, but it is not without guides to newer ways of asking and answering questions in its own right.  Instead of being surprised by emergent phenomena and perspectives because they challenge the primacy of things like "properties and rules," one can take emergent phenomena themselves as the starting point and ask where things like "properties and rules" and “meaning” come from, and what role they play in the phenomena we observe.  Inherent in this approach is recognition that not ALL phenomena are simply "emergent.”  Some (ripples, for example) are clearly amenable to descriptions in terms of "properties and rules,” and others in fact have conductors and architects.  The problem is to understand how non-emergent things come into being and how, once they do, they interact with ongoing emergent processes. I sketch a sample program of inquiry along these lines.

A story of, and beyond, emergence 

Creation myths have been and continue to be among our most powerful stories.  In the beginning was ... the Word?  the void?  formlessness?  My creation story begins instead in the present, with all that one experiences around and inside one, all that one sees/feels/thinks/imagines.  According to this story, inquiry begins and ends with those things.  All else, including the "beginning,” is hypothesis and conjecture, more or less well-founded but nonetheless . . . story. That is not at all to say that there may not exist things beyond one's experiences, but it is to say that whatever descriptions we give of those things, indeed the very process of giving descriptions of them, is necessarily and inevitably derivative of our experiences of them -- and for that reason challengeable, based on additional experiences, our own or those we derive from other people. 

Not all entities, the story goes on, share our capacity to have experiences of things and the associated capabilities of questioning why they are the way they are, and of conceiving them in new ways.  It is from these capacities that inquiry itself emerges, and from inquiry in turn that the ideas of "properties and rules" emerge, along with a host of other concepts like "the Word,” "the void," "formlessness,” and "meaning.”  I use the word "emerges" deliberately here.  "Properties and rules" could not have come into existence without the prior existence of "inquiry," which depended in turn on the prior existence of having experiences of things and conceiving alternate possibilities for them.  

Biology suggests that we have these capabilities and other entities don’t, because of differences in material organization, in architecture, in the way the matter we are made of is assembled, rather than because of differences between the things that we and other entities are made of.  Our own architecture shares features with those of other entities but seems more elaborate.  Perhaps, my story continues, we can make sense of all of this (and much more) by imagining a process of continual change, extending over very long periods of time, in which more complex architectures emerge from simpler ones, largely without either a conductor or an architect,

A likely scenario for such a process of emergence that could account for our own existence and experiences of it is provided in Figure 2.  Early in the process, matter/energy existed only in relatively simple forms, as sub-atomic particles, atoms and molecules that influenced each other in relatively simple ways.  There was, however, a large amount of random interaction among these simple entities that in turn produced larger entities of a variety of forms.  This process of an ongoing exploration of relatively stable forms of matter/energy (the "active inanimate") extended over many billions of years and continues today.  

A relatively short time ago (at least in our solar system, as we currently understand it), the explorations of the active inanimate gave rise to new forms of organized matter/energy having new properties.  These corresponded to simpler forms of living things, and then (as the random exploration continued) progressively more elaborate ones.  This process too continued for an extended time, in the absence of any conductor or architect, driven only by random change and the relative persistence of more stable forms in comparison to less stable ones.  Several factors contributed to relative stability.  Among them were architectures that could be modified by interactions with other entities so as to make use of prior interactions to create and update internal representations of their surroundings ("model builders").  With the latter came as well an enhanced ability to alter the surroundings (both inanimate and animate) in ways that further stabilized the entities themselves.  The model builders were hence "purposive" agents in the emerging universe.  Although they themselves had no experience of "purpose,” they nonetheless functioned in rudimentary ways as "conductors,” i.e., orchestrators of things around themselves. 

A still shorter time ago, the ongoing explorations of the model builders gave rise to a still more elaborate architecture of the sort that we embody and that gives us (and probably some other organisms to varying degrees) the ability to inquire and all that follows from that ability.  For the first time, there appeared not only the notion of an architect, but the abilities to influence matter/energy that are associated with being one: the ability to create stories (Grobstein, Revisiting) and hence to bring into existence forms of matter and energy that had not previously existed and might not come into existence without an intention or plan.  

According to this creation story, what has emerged from a process originally lacking any conductor or architect are agents that can indeed act as both conductors and architects.  In the beginning, there was no "Word.” There are now words as well as rules, meanings, and a whole host of additional and interesting complexities because of them.  We live not solely in an “emergent” world but in a hybrid one.

Blending the emergent and the architect: the bipartite brain
Although it is not normally thought of in this light (and frequently not thought of at all), human experience provides a clear indication of the existence within one system of both emergent properties and properties indicative of the exercise of the action of an architect.  On the (reasonable) assumptions that human experiences reflect brain processes and that the human brain is (largely) a product of evolution, human experiences indicate as well not only that a hybrid of emergent and architect-dependent processes can result from architect-free emergence, but also that intention and design can occur in a system rooted firmly in emergent function.  

The human brain consists of a very large number of relatively simple elements (neurons) interacting in relatively simple ways (in large part by exchange of information across synapses).   Hence, brain function would be expected to have an emergent character to it.  What seems to give the brain its additional function as an architect is a bi-partite arrangement (Figure 3), in which a series of model building elements (circuits of neurons) interact directly with the world also report their activities to a second set of neuronal circuits, which use them in turn to develop goals and alternative behaviors for the whole system.  The model building elements correspond, more or less, to what may be conveniently referred to as the “unconscious”; the goal-shaping elements correspond to “consciousness.”  Behavior reflects continuing interactions between the two, and normally expresses the blending of the emergent and the architect.  The interactive expression of both systems is not normally experienced (i.e. “conscious”), but it sometimes becomes so, in circumstances where the unconscious is inclined to act one way and consciousness another.  The two systems can also be visibly disentangled by certain special behavioral circumstances, as well as in cases of brain damage.  

In addition to different relations to the outside world, and differing generation of experiences, the two systems have other differences particularly relevant in the present context.  The unconscious system is capable of relatively rapid action, while consciousness takes more time to act.  More significantly, the unconscious system works with large numbers of different variables and with a high degree of parallel processing in special purpose processors.  Uncertainties and conflicts are not evident in the operations of the unconscious, which simply and quickly updates each of a series of relatively independent modules based on their local histories of inputs and outputs.  In contrast, the conscious system tries to create a “story” that brings overall coherence to the reported activities of the unconscious modules (Grobstein). In so doing, it attempts to structure information in terms of a relatively small number of variables with relatively simple causal relations among them.  Among the consequences is both an ability to rapidly conceive alternate possibilities and a preference for “rules,” with an associated concern for logical consistency and avoidance of conflict.  

The significance of hybrid systems for inquiry
“’. . . pragmatic multiplism’ is not a characteristic of science alone, 

but rather is an inevitable and inescapable characteristic of all human inquiry into material things … because it is a fundamental

aspect of the organization of the brain, which is itself the ‘inquirer’” (Grobstein, “Getting it Less Wrong”).

Are “properties and rules” characteristics of those things “out there” that we are inquiring into or are they constructions of the brain?  With a bipartite brain, one needn’t choose between these two forms of understanding.  One can instead make use of both of them, summarizing observations in terms properties and rules when it seems useful, and not doing so when it does not.  

The stability of model builders, and of model building functions in general, is clearly constrained by the kinds of input patterns that have existed in the past and hence depends to a significant degree on the stability of their surroundings.  What the story telling functions of consciousness make possible is an ability to conceive things beyond both the limits of the restricted patterns provided to individual model makers and those inherent in the restriction to past inputs.  These capabilities can serve well both to anticipate future events and to influence them.  From this perspective, what is significant about inquiry is not only the degree to which its stories account for the past in particular local situations (the disciplines), but how well it recognizes additional patterns across wider realms (interdisciplinary work). How “generative” is it, how effectively does it contribute to the ongoing explorations of “what might be,” which characterize the larger emergent process of which inquiry is a part?

Hybrid systems and empirical non-foundationalism

At this point, I hope it is clear why I have adopted an autobiographical approach in this essay, and why the brain has become a central part of it.  Mine is a story of empirical inquiry, in which the subject of exploration includes inquiry itself, so observations on inquiry are germane.  Moreover, this is a story not just of emergence, but of a hybrid system, myself, who is capable of making and summarizing empirical observations, as well as reflecting on them, to conceive ways of inquiring that might be still more productive: not only accounting for a diversity of observations, but also creating new directions for exploration and inquiry.

The intended message of this story is not that inquiry based on reductionism, nor on a presumption of underlying properties or rules is bad, any more than one based on complex systems or emergence is.  Each approach has demonstrably been productive within certain domains.  What I want to argue instead is that each approach is limited, and that the source of that limitation is a deeper presumption that the business of inquiry is to uncover a stable “reality” outside of ourselves that we can describe without affecting it.  My own experiences suggest that this presumption is itself flawed, that the business of inquiry is as much about creation as it is about discovery, that we ourselves are a result of and a continuing participant in a larger process of ongoing exploration and creation, and hence should not ever expect to achieve either a definitive description of properties and rules nor a definitive predictability in the world. We should instead be at least content, and perhaps even exhilarated by, being ourselves creative participants in the very phenomena into which we inquire.  

That may seem like a platitude, but it has real and concrete implications.  Among them is that for inquiry in the broadest sense we need to learn to give up the concept of an achievable “Truth” or “Reality,” as well as any effort to measure our successes by assertions of proximity to such things.  We need instead to learn not only to be aware in principle that the answers to our inquiries are always tentative, but to recognize that this is practically so, and to search for some criterion for success that doesn’t depend on such ideas.  We need, in short, to be “non-foundationalists,” willing and able to pursue open-ended inquiry without any crutches, including the concept of a fixed objective.  That is not to say all directions are equivalent, but it is to say that one will only know for certain which directions are more effective after the fact, when one can assess their generativity in hindsight.  

It is difficult to give up our reflex inclination to assess which one, out of multiple lines of possible inquiry, is the “best” one at any given time.  Given our training, it is perhaps still more difficult not to defend the one approach (typically our own) by trying to destroy all others.  In the long run, as empirical inquirers, we need to learn not only that there is no best approach to inquiry (as there is no best living organism), but that it is from the existence of multiple lines of inquiry that generate new and more productive lines of inquiry.  It is not only our observations but our stories that we can usefully compare in search of new stories and new observations.      

Testing empirical non-foundationalism

Anticipated by the Greek atomists and skeptics, empirical non-foundationalism for me is a new direction in inquiry. It understands inquirers as creators as well as explorers, as interpreters as much as revealers (Rorty).  The issues raised by such an approach are not only intellectual but also practical, as they must be if they are applicable in other realms, and so both further generative and testable.

One such realm is education (Dalke and Grobstein, Dalke et. al., Figure 5).  Taking empirical non-foundationalism seriously implies that the primary task of education is not to convey to students either existing understandings or essential “skills,” as defined by any given social and cultural norms.  The primary educational task is instead to encourage all students to develop their own individual abilities for inquiry, their own inclinations to create and revise stories about themselves and the world around them, and to share those accounts as part of a continuing process of creation of new and “less wrong” stories, with no presumption that anyone, themselves included, will ever be “right.”  Assuming this task would mean quite substantial changes in classroom dynamics and practice (Dalke et.al.), with the teacher also becoming a student and students also becoming teachers, in order to work together in a continuing process of “open-ended, transactional inquiry.”  Can this be achieved?  Would it be successful within particular societies and cultures?  For students?  For cultures and societies themselves?  Answering such questions would be one test of the usefulness of the story of empirical non-foundationalism.

A second, more general, realm where the story of empirical non-foundationalism has testable is in social organization (Grobstein, Individual and Social; Figure 4). Empirical non-foundationalism represents a serious challenge to presumptions that hierarchical systems of authority are either optimal or inevitable forms of social organization, not only in the classroom but throughout societies. Empirical non-foundationalism offers an alternative of genuinely distributed authority, in which individuals come to recognize that they themselves benefit, both from pursuing their own distinctive paths of inquiry and from having others around them doing the same thing.   In truly pluralistic cultures, some will explore narrower terrains and others broader ones, with all contributing to the work of all.  Can a culture of this kind be brought into being?  Can it be both stabilized and generative of new kinds of cultures?  Answering these questions would be a second test of the usefulness of the story of empirical non-foundationalism.

Reflecting on the past to create the future    

Empirical non-foundationalism is the product of my own experiences as a scientist and inquirer.  It is itself both an emergent story, drawing on the work of others in both complex systems and emergence, and a hybrid story shaped by my own reflections and aspirations.  For myself, it generates new questions and challenges, both in its own terms (is it actually true that emergent systems can yield planners and architects?  Is the picture of the brain as a hybrid system actually accurate?), as well as in broader contexts (can one actually found effective educational and social systems on a profound sense of the limitations at any given time of the products of inquiry?).  

My purpose in telling this story is not to persuade others to accept empirical non-foundationalism, but rather to offer some tools that may be useful in their own story telling and story revising; by describing my process of inquiry, I hope to  encourage others to engage in their own.  Among the specific tools I have found useful are realizations that

1. Simple things interacting in simple ways can yield surprisingly complex outcomes

2. Meaningful organization can exist without either a conductor or an architect

3. Inquiry is about getting it “less wrong” rather than “right”

4. Inquiry is as much about conceiving new possibilities as it is about discovering what is

5. Inquiry is facilitated by encouraging the development of different stories that can be compared and contrasted to yield new possibilities.  

Clearly, the foundational ideas with which I began my own career of inquiry have gone by the wayside.  No, one shouldn’t work only from a narrow focus; a broader view can see possibilities less visible from better-defined perspectives.  No, one doesn’t seem to be able to account for more complex phenomena simply by studying simpler ones; interesting phenomena are too complex and variable for that.  No, reality is not and will not be accounted for by a fixed set of properties and rules; it is changing all the time, in part because of our own activities as inquirers.  But those foundational ideas are still usable in many narrower contexts. Recognizing and being dissatisfied with them played an important role in getting me to my current understandings of inquiry, of humanity, and of our place in the universe.  If the story I have told helps others to do the same thing, it will have fulfilled its purpose.  
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Figure 5.  from http://serendip.brynmawr.edu/sci_edu/brainedparallels.html
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II. Applications in the Social Sciences 

Tim Burke

“Complexity and Causation”


The relationship between cause and effect is one of the central objects of investigation in most modern academic disciplines. Disciplines which are especially sensitive to or interested in the passage of time are particularly concerned with causation, and of those, perhaps history most of all. 


This is not to say that historical scholarship must necessarily be focused on arguments about causation and causality. Many works of history are more descriptive, and aim to provide less an account of the why of historical change than an account of the what of history. In a more elaborate vein, historical writing influenced by postmodernism, particularly by the work of Michel Foucault, remains wary of causal argument and its tendency to look for origins, preferring instead what Foucault called “genealogy”, a style of historical writing focused on process and development over time without recourse to causal arguments which situate themselves outside of or underneath the history being described.
 


Historians face some distinctive problems in dealing with causation. With the exception of economic or other quantitative historical research that is dealing with extremely rich and rigorously collective data, most fields of historical study must make causal arguments without the ability to repeat experiments or statistical tools like regression analysis that allow other disciplines to select among a host of competing variables to isolate and describe the relative magnitude of various causes of observed effects. Causation for historians is largely a matter of persuasive argument. As R.G. Collingwood put it, historians do not identify events and then ponder their causes separately, as scientists do. When a historian “knows what happened, he already knows why it happened”; cause, event and effect are unveiled through the work of interpretation rather than empirical discovery.
 To some extent, such arguments among historians can resemble or draw usefully upon the more rigorous approach to causality in analytic philosophy, but clear definitions of events, effects and causes themselves in history necessarily refer to profoundly contestable, fuzzy or ambiguous phenomena. As the philosopher Maurice Mandelbaum has observed, arguments about causation in formal historical scholarship often tend to draw upon a diverse mix of philosophical and everyday antecedents, often implicitly so.

Broadly speaking, causal arguments among historians since the mid-20th Century have tended to divide into two approximate camps. The first set of arguments operate at long scales of time, refer to underlying structures or forces, and are relatively deterministic in nature. The second tend towards short scales of time, refer to specific and granular events or episodes, and often stress the relatively contingent or unintended nature of causality. There are sophisticated strategies for integrating these levels of analysis, such as Anthony Giddens’ theory of “structuration”, which describes agency and structure as a dynamically recursive relation in which the contingent or unpredictable actions affect the more fixed or deterministic character of social structure, and vice-versa, in an endless feedback loop.
 Even with such integrations (not dissimilar to efforts by “compatibilist” philosophers to integrate free will and causal determinism)
, many individual historians still tend to prefer operating at one or the other scale of causal explanation. 

In both cases, arguments about causation tend to run into serious problems. For the historian who emphasizes the longue duree and the determinate role of underlying structures, there is a fundamental question, posed best by Salman Rushdie in his novel The Satanic Verses: how does newness enter the world? If change over time is best understood as determined by underlying and highly deterministic structures, and best perceived at long scales, why should there ever be anything new in history? Why should there have been capitalism, or the expansion of Western Europe, or the French Revolution? 

There are a variety of ways to approach this basic problem. One is to deny or deemphasize the extent to which anything is, in fact, new. For example, the social scientist Andre Gunder Frank has argued that the seeming break in global economic and political history that coincides with the rise of Western European societies to worldwide domination after 1500 and the spread of capitalism is largely an illusion, that there is only one global system which is 5,000 years old.
 Most specialized fields of historical scholarship feature work with related strategies to de-emphasize or even wholly erase a perceived break or disjuncture between eras or systems, or which argue against the understood novelty of particular events, a mode of historical writing which is sometimes described as “revisionism”. For example, the field of medieval European history in recent years has engaged in a debate about whether there was ever such a thing as “feudalism”.
 

Another argument is to strongly reduce the moments of genuine newness or novelty in global history to a small handful of important eras, or possibly even to a single instance, in a perceived divide between the modern and premodern eras of human history. Perhaps one of the most fertile and intensely debated bodies of historical knowledge is concerned with the underlying causes of modernity. The smaller the cases of actual “newness”, the less difficulty they pose for strongly deterministic, large-scale accounts of causality, the more that such novelty can be represented as a kind of singularity, an unusual instance of a large-scale contingent outcome arising from underlying social structures. Related to this strategy would be strongly teleological interpretations of history, most notably Marx’s historical materialism. In this view, while there may be both new eras or periods in the history of particular societies and even short-term events which are novel or disjunctive, such newness arises from deterministic forces which guide overall historical change towards a predictable end. Relatedly, even non-Marxist historians who emphasize the long-term determinate role of materialism sometimes argue that short-term and contingent technological, environmental or biological events give rise to social, cultural, economic or political novelty within human societies. An earthquake which strikes a large city at a particular moment in its long-term evolution may produce far-reaching consequences which counterfactually would not have necessarily followed had a similar earthquake struck the same city at a different historical moment. 

Here more deterministic or large-scale arguments about causation may end up casting a light on some of the problems that short-term and contingent approaches to causation in history face. The historian who argues fairly deterministically about the history of a given technology often ends up obscuring the particular contingencies of its creation. A technology may be discovered, refined and propagated through a series of relatively chance events, and lead to variant outcomes depending on where and when it comes into being. Seen from the longue duree, it may appear inevitable that early modern reorganization of textile production in northern Europe would lead into the industrial revolution in England which would lead to the industrial production of guns which would lead to the early machine gun which would give European armies a decisive military advantage in early 20th Century Africa which would lead to the partition of the continent under European control, and so on. But seeing all this change over time as the causal expression of long-term deterministic forces tends to obscure the long chance of seemingly unintended and often distinctively local or specific histories along the way, where different outcomes seemed quite plausible. Break any link in such a long and elaborate chain, and serious problems of counterfactual reasoning tend to spring up. 

On the flip side, however, histories which dwell on events, on local scales of human interaction, and on the deliberate actions of human agents, tend to go begging for causal arguments beyond mere precedence, meaning that the casual explanation for a given event often becomes the event which immediately preceded it. At this scale, explaning newness is no trouble at all: human agents seem highly capable of invention or imagination, institutions and everyday practice are demonstrably plastic, and events readily give rise to unpredicted or unintended consequences. The problem here is continuity and repetition, to explain why events should consistently turn in a particular direction across a large spatial or temporal scale, or why similar patterns of historical change should appear in disparate locales or cases. 

In both cases, moreover, historians who wish to talk about causation face a basic problem with the rhetorical form of historical knowledge, which is almost invariably built around persuasive humanistic writing. In such a format, crafting genuinely multivariable causal arguments is profoundly difficult. While most historians recognize the intellectual danger posed by what Marc Bloch called “the fetish of the single cause”,
 in practice historical argument at both the long and short scales of focus tends to make causal claims in terms of a very small handful of discrete events or underlying structures. Newly minted doctorates may excel at entering into long-running debates and pronouncing them to be “more complex” than previously appreciated, but there are limits to this kind of gesture. A work of historical scholarship which pronounced a given event or effect to be irresolvably and infinitely multiple in its causation would add little to what we know, unless it were aiming towards a general philosophical assault on all discussions of causality in historical study. At the same time, most historians recognize that emphasizing one or several causes (at whatever scale or level of determination) is ad arguendo, a necessary exaggeration or abstraction to permit the discussion to go forward. 

Emergence and Historical Causation

I believe that the phenomenon known as “emergence” and a body of associated concepts such as complexity, complex adaptive systems, networks, and agent-based systems hold considerable promise for thinking about causation in historical study. These concepts cannot resolve any of the problems that I have described thus far. These issues are intrinsic to historical reason, and will always remain contentious. Emergence, however, casts some of these problems in a new light, or allows an approach from some new angles. In the long term, it may also offer new forms of historical representation, new rhetorical or argumentative instruments. At the same time, emergence in historical thought runs into exactly the same epistemological and practical issues which sharply limit its potential usefulness in most, perhaps all, fields of human knowledge. 


The simplest definition of emergence as a phenomenon is that it is a process of change over time in which complex systems, patterns or structures form in an unplanned or undesigned manner from simple or disorganized initial conditions. Typically, emergence results from the autonomous and simultaneous interaction of a very large number of independent agents, each possessing a set of rules determining its actions within a particular environment. 


The free software NetLogo is a good platform for simulating emergence as a process. Let me describe one NetLogo simulation called “Termites”. In it, there are two differently colored dots, each one pixel on a computer screen. One dot is a “termite”, the other a “stick”. Both are randomly distributed at the start of a simulation within an otherwise empty environment. The sticks are merely environmental: they do not move or act. The termites act, governed by a set of simple rules. Each time step of the simulation, they move one space in a random direction. If they end their move proximate to a stick, they “pick it up” (indicated by the termite changing color). If while carrying a stick, they end their move next to yet another stick, they drop the stick. That’s more or less it. In any given simulation of “Termites”, with a random distribution of termites and sticks, the termites will eventually build a single round “pile” of sticks. (The display in NetLogo wraps around, so what may appear to be two “piles” at the top and bottom of the screen are in fact a single one.) This pile is a permanent feature of the environment once it appears: it will never be pulled apart. No other pile or structure will appear. Its shape, once formed, is relatively stable. But the termites don’t have any instruction to create a pile. There is no master agent governing their actions. There is no concept of a pile in their rules or in the environment. 
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Fig.1 Three stages of “Termites” in NetLogo

Some tangible or empirical examples of the concept of emergence or self-organizing systems include the movement of social insects around obstacles, patterns of coordinated growth among slime molds, the coordinated action of bird flocks in flight, and the formation of cloud patterns within Jupiter’s atmosphere. More contentiously, some scientists have argued that human consciousness, evolution and the large-scale structure of matter in the universe are all examples of emergent systems, where complex behavior or structures at one level have arisen from the interactions of simple rules determining the behavior of many autonomous agents or components at a lower level of organization. 

What should be clear from the outset, however, is that using the concept of emergence in historical argument about causality potentially offends (or possibly complements) both strongly deterministic and strongly contingent inclinations in historical writing.  It may be easiest to see what this means through specific examples (and in so doing, begin to sketch which kinds of historical phenomenon are most richly served through the use of the concept). Let me start with a simple example: the technological history of the videotape player, most particularly the eventual triumph of the VHS format over its rival Betamax format. This is an example which has drawn considerable interest from economic historians, historians of technology and economists, in particular due to the fact that most observers consider the Beta format to have been technologically superior in many respects to VHS. As one group of scholars describes it, this story has some familiar elements to it in the context of business history: the relation between “first movers” and later entrants to the market, the influence of marketing strategies, the struggle to establish technological standards.
 Given that both formats had the backing of sizeable corporations with considerable power to influence consumer behavior, this cannot be seen as a “pure” case of emergence (and indeed, in human history, I would argue that no event or phenomenon could ever be so). But the end result in many ways seems unpredictable from the initial entry of Beta format into the marketplace, involving the simultaneous activities of many autonomous agents ranging from marketers to consumers. The crystallization of preference for the VHS gave rise to a new kind of complexity in media consumption practices and ownership which no institution or interest controlled or anticipated at the outset of the introduction of the technology.  In general, emergence seems to lend itself well to the history of technology, say for example in its obvious applicability to the history of the Internet, or to the spread of cellphone usage throughout much of the developing world in the late 1990s and early 2000s.
 

Another productive use of the concept might be in comparing the formation of similar or related industrial or economic systems. For example, in southern Africa, the social history of gold mining since the 1870s has been the subject of considerable historical research; copper mining in northern Zambia and the southern Congo since the 1930s is less studied, but still relatively well-known.
 The differences between the social formations and labor systems in the two cases are substantial. Gold mining in South Africa was an important root of racial segregation and apartheid. The system cast workers as migrants who lived under tight control in guarded compounds during the term of their labor contract and were compelled to return to distant rural home areas when they were not working in the mines. Copper mining in northern Zambia and southern Congo, in contrast, relied upon “stabilized” labor, workers who lived with their families in permanent urban communities built by the mining companies around the site of the mines themselves. It is possible to understand this difference in deterministic (often materialistic) terms. Gold mining in South Africa required lots of cheap but unskilled labor due in part to the nature of the gold deposits themselves and also, before the end of the gold standard in 1931, to the fixed price of gold in the world market. Copper mining required skilled labor, and the prices for copper were relatively favorable as African production was growing in size in the 1940s and 1950s. It is also possible to see the difference as a temporal one (that copper mine management had learned some lessons from the problems of the labor system on South African gold mines) or as an ideological one (there were few white residents around the copper mines, many in the Witwatersrand in South Africa).

Thinking about both systems as emergent phenomena does not displace the explanatory value of these arguments, but it does add a useful additional element to the comparison. The compound system of South Africa’s gold mines, for example, stems in part from the earlier development of diamond mining. Some of the controls on African workers in diamond compounds were governmental concessions to individual white prospectors using race as a hedge against very thin economic margins (as also happened in California after the initial wave of the 1849 gold rush). Other controls, such as putting iron gloves on African miners when they ascended from the diamond mines, were crude attempts to deal with the problem of diamond smuggling, but quickly metamorphosized into more expansive systems of social control. Some aspects of the compounds and migrant labor system in all of its complexity 1900 could legitimately be said to be the compounded results of hasty improvisations and idiosyncratic initiatives during the initial development of industrial mining in South Africa. Equally, “stabilization” as a policy in the Copperbelt has something to do with the intellectual and managerial background of key planners and executives involved in the initial development of the copper mines, which was in turn the product of industrial sociology in Europe and the United States during that era. There are other such comparisons, at varying levels of scale, that could benefit from a consideration of the role of small or incremental actions by many agents working independently of one another in creating larger and more complex systems that none of the actors intended to create. Various treatments of “proto-industrialization” in Western Europe
, such as Pat Hudson’s study of wool textile production in England in the 18th Century,
 suggest that the transition to industrial capitalism was marked by a complex relation between quite different but successful systems of producing. In Hudson’s case, this was a more technologically and industrially oriented “worsted” industry and a more artisinal woolen industry, with the latter often surprisingly outpacing the productivity of the former. Hudson’s analysis seems to me to have an emergent character, where the industrial system of textile production that follows on the history of these two systems is in some sense the contingent and unplanned result of their interaction over time. 

At an even higher level of scale and abstraction, I would argue that there are perennial questions in historical scholarship that benefit from a consideration of emergence and complexity. In my own recent work, I have been arguing for a reinterpretation of causal roots of the “new imperialism” of the late 19th Century, one which builds on both older and newer scholarly approaches to the issue.  The “new imperialism” was the seemingly abrupt division of almost all of Africa and parts of Asia and Oceania into the territorial possession of a handful of European powers. Historians have long puzzled over the reasons for this surge of imperial ambition, particularly given how relatively short-lived the resulting empires turned out to be. In my own work, I am less concerned with the overall phenomenon than the structure of the colonial governments put into place in Africa by England, France, Germany and Belgium in the first decade of the 20th Century. These governments were typically constructed around principles that the British called “indirect rule”, a proposition that Africans would govern themselves but under tight constraints. They would have their own chiefs, but imperial authorities would select and control those chiefs. They would have their own customary laws, but those laws would be codified and selected by colonial officials. And so on.

Many scholars studying Africa have chosen, to varying degrees, to see indirect rule as a highly designed system intended in both its generalities and particulars to maximize the capacity of imperial rulers to dominate African societies.
 A more emergent approach suggests instead that the system of indirect rule was the convergent result of many simultaneous and parallel improvisations and initiatives taken by both imperial and African agents in the chaotic period following the pronouncement of empire at the end of the 19th Century. The resulting norms and practices of colonial administration were in this view unplanned to some significant degree, and their contradictions were an unintended consequence of the improvisational process by which these governmental practices were created. This view has become more common recently among historians of colonial Africa, such as David Gordon.
 


This characterization of indirect rule runs into several problems. First is the history of imperial administration: many of the bureaucratic procedures and processes put into place in African territories between 1870 and 1900 had precedents in other regions of the world such as India and the Caribbean or were based in some fashion on bureaucratic structures within Europe itself. Again, if emergence offers anything to the understanding of causality in historical scholarship, it is not as a “theory of everything” which displaces all other frameworks or empirical knowledge. More importantly, if some of the bureaucratic and political processes characteristic of indirect rule in Africa were emergent phenomena, how did they become systematic, converging simultaneously out of many different localities into a single large structure of political power? Here is where emergence as a way of thinking about causality really shines, because it is centrally concerned with processes where organization emerges from relative chaos, in which complex structures arise from simpler and more inchoate practices. If one thinks about imperial administrators, African elites, peasants, white farmers and other discrete groups of agents in early colonial Africa as having “rulesets” that shaped their actions (much as the “termites” in NetLogo) it is quite possible to see how the simultaneous interactions of their differing priorities could converge into a large-scale system without any of the actors necessarily intending to create that system (again, much as the “termites” in NetLogo create a circular pile). 


There are many large-scale events in human history that might similarly benefit from incorporating emergence into debates about the causal roots of those events. Events which are characterized by seemingly sharp and expansive discontinuities or transformations of social, economic and political life over a short span of time seem especially suited to this approach. The evolution of the French Revolution from the world of Parisian salons, rural discontent and aristocratic decline in the late ancien regime of France to the tumult and uncertainty of the initial overthrow of the monarchy and then to the Terror has been endlessly analyzed by historians, with many seeking to relate the Revolution to deep and relatively deterministic structural causes and others arguing for the relatively novel (but deliberate) character of the Revolution. Surely at least some of the story is equally well-described as emergent, about the unintended consequences of divergent activities by many pre-revolutionary actors in France, with the excesses of the Terror being as much a surprise and puzzle to the participants (and yet completely comprehensible as an emergent consequence of the earlier history) as to any later observers. 


What does emergence add to history besides adding one more analytic perspective to the spectrum of approaches historians can employ? That is a significant enough good in its own right. Emergence is “good to think”: even when it is not a sufficient explanation in and of itself, it can serve as a system for identifying causal explanations and interpretations which might not intuitively occur to a historian. Thomas Schelling’s 1971 mathematical modelling of residential segregation, now a staple in the scholarly literature on complexity and self-organizing systems,
 is a good example of this value. Schelling’s model suggests that segregation could potentially occur simply from the residential preferences of individual agents in a confined space, e.g., that it does not require top-down enforcement or organization. This doesn’t mean that this is in fact what has historically happened with residential segregation in the United States or elsewhere, but it does open up a somewhat counter-intuitive hypothesis to explore in the context of existing historical scholarship about race and spatial segregation. Emergence in this context is a kind of analytic black box to pass our causal assumptions and arguments through to see if some unfamiliar or non-intuitive explanation or idea presents itself on the other side.


 Emergence also looks anew at the relationship between variables and outcomes in change over time. Most arguments about contingency in historical scholarship have to take the form of “for want of a nail”, a narrow kind of counterfactual reasoning or argument in which the historian imagines a single variable being different and then follows a chain of consequences flowing from that difference. Even with cases where different outcomes are highly plausible (say, for example, Lee winning at Gettysburg), the chain of counterfactual assertions becomes very difficult to follow as it progresses from a single difference to larger and larger scales of historical transformation. From Gettysburg, it is relatively easy to get to a victory for the South in the Civil War. But from a victory for the South, it is quite difficult to go any further. Could a slave system of agricultural production have survived the competitive force of Northern industrial capitalism? Or survived its own internal pressures? Could the South have maintained political cohesion? Emergence, however, does not measure the relationship between initial conditions and structural outcomes through single chains of causality, but through the massive simultaneity of agents acting independently of one another within a constrained environment or space. I can imagine, if only as a gedanken experiment, a “counterfactual engine” or agent-based simulation which could allow a historian to model or describe divergent historical outcomes involving hundreds or thousands of variables in motion at once.
 

In this respect, the introduction of emergence to arguments about historical causality functions similarly to the intervention of Stephen Jay Gould into evolutionary theory in his book Wonderful Life, which contends that the evolutionary process is shaped a great deal by accident and contingency.
 The key thing about Gould’s argument is that it relates contingency at the microscale of organisms and their composition to the macroscale of evolution and ecosystems as a whole. In history, scholars who place emphasis on contingency and agency often tend to do so against large-scale forms of determinism, asserting the autonomy of the individual and collective human subject and the variable outcomes that derive from choice or willful action. Emergence does not reject that emphasis, but it puts that kind of contingency back into a new kind of relation to outcomes at larger scales.

However, this relation is also the conceptual Achilles’ heel of emergence and complexity theory. Emergence occurs when many agents and forces acting simultaneously within a constrained environment give rise to some new complex structure which then alters the environment within which those agents carry out their activities. When historians normally try to make causal arguments by focusing on a single variable, or a small handful of variables, most would concede that they argue reductively out of necessity. Most of us know that the world is more complicated than that, but it is very difficult to understand, much less describe, the causal relationship between two equally complex states with all the many variables that comprise them kept in view at once. Some kind of reductionism is an intellectual and rhetorical requirement.  Emergence attractively envisions that relationship as asymmetrical, between one relatively simple state of affairs and a consequently more complex one: it gets to have its reductionist cake, but eat it too, to pose a dynamic causal relationship between simplicity and complexity, agency and structure.

An emergent view of indirect rule in Africa or the French Revolution can hold that simple, unintentional and simultaneous interactions between a heterogenous collection of human agents and institutions could give rise to novel large-scale political and social systems. However, an emergence-based approach leaves us no way to understand the relationship between any particular agent or variable in the initial conditions and the resulting complex structures appearing at a later date, precisely because those structures come from the totality of all interactions between a large number of agents, institutions and forces.  The science writer John Horgan, writing skeptically about whether there are major new fields of scientific insight or knowledge which remain unknown, has argued that “chaoplexologists” (scholars studying emergence, chaos and complexity theory) have hard limits to the applicability of their theories.
 Certainly this seems the case with emergence in historical argument. Emergence allows for novel insights into the relationship between short-term contingency and long-term structure, but it also erects an epistemological veil between initial conditions and resulting complex structures. A historian can thus concede that it is entirely possible that any given action, agent or particular event was a “tipping point” that pushed one historical situation into a completely different systemic state, the way that water undergoes a phase change to ice. But a historian thinking about causality in emergent terms cannot know which agents or actions will produce which given systematic consequences because that is unknowable by definition.

For historians, that is less of a difficulty than it is in the hard social sciences, which tend to promise to measure the differential causal role of discrete variables or factors in producing particular outcomes. Historians already have to accept the irreducibility of complexity and the humility of interpretation that this entails. Emergence is just a new way to make peace with that intractability.

Mark Kuperberg

The Two Faces of Emergence in Economics

As this collection makes clear, there is not one definition of emergence that is universally agreed to, nor for progress to be made in the field does there need to be.  For the purposes of this essay, however, I will use a stripped down definition that, if not common to all emergent processes, does at least summarize the core of most examples:

1) At least two levels of organization,

2) A multitude of individual agents at the lower level of organization who operate by following simple rules, and 

3) An aggregate outcome at the higher level that results from the interaction of these individual agents, but which is not easily derivable from the rules that the individual agents follow.  Many times, therefore, this aggregate outcome comes as a surprise to the observer because nothing in the rules at the lower level seem to predetermine the aggregate outcome. 

If we take these three characteristics to be a canonical representation of emergent processes, then Economics was certainly the first discipline to be founded upon emergent principles.  In 1776, Adam Smith wrote in The Wealth of Nations:


It is not from the benevolence of the butcher, the brewer, or the baker that 



we expect our dinner, but from their regard to their own interest. We 


address ourselves, not to their humanity but to their self-love, and never 


talk to them of our own necessities but of their advantages (Book I, 


Chapter 2) ... every individual...neither intends to promote the public 


interest, nor knows how much he is promoting it...he intends only his own 


security; and by directing that industry in such a manner as its produce 


may be of the greatest value, he intends only his own gain, and he is in 


this, as in many other cases, led by an invisible hand
 to promote an end


 which was no part of his intention. Nor is it always the worse for the 


society that it was no part of it. By pursuing his own interest he frequently 


promotes that of the society more effectually than when he really intends 


to promote it.” (Book IV, Chapter 2) 

Economics was founded on this principle, which remains its central dogma to this day.  What distinguishes an economist from other social scientists (and other people in general) is a faith that self-interest at the lower level will, when channeled through competitive markets, result in a beneficial outcome at the aggregate level.  Modern economics has discovered many exceptions to this rule, but they remain exceptions and Adam Smith's insight remains the rule
.  With the possible exception of evolutionary biology, there is no modern academic discipline that has a concept of emergence so at its core. 

The Representative Agent

Robinson Crusoe has probably had a bigger influence on Economics than he has had on English Literature.  Economists use Robinson Crusoe to derive conditions for economic efficiency, defined as an allocation of resources such that it is impossible to make someone better off without making someone else worse off.  If you only have one someone, economic efficiency is synonymous with Robinson behaving sensibly and not wasting any of his resources
.  For a Robinson Crusoe economy to find itself in an inefficient economic allocation, Robinson would have to be an idiot.

While there are conditions for economic efficiency that cannot be derived from an economy with only one person, it is surprising how many can.  Adam Smith clearly understood that competitive markets benefited society, but he did not know how to formalize the conditions that assured this beneficial outcome.  It probably never occurred to him that such a formalization was possible.  It took the profession of economics more than one hundred years to derive what we now call the conditions for Pareto efficiency
.  

What ties Adam Smith and Robinson Crusoe together is the First Theorem of Welfare Economics, which states that a competitive market will create an allocation of resources that is Pareto efficient.  This theorem enables economists to illustrate the benefits of competitive markets by studying what it is rational for Robinson Crusoe to do in isolation.  I should emphasize that the Theorem is not a form of misplaced anthropomorphism, though the persistent use of the representative agent by modern economists may be.  The Welfare Theorem is a rigorously proved proposition that does not conceive of the economy as one large individual.  The surprise is how much can be learned from such a conceptualization, but that surprise is completely different than the surprise contained in Adam Smith’s original insight.  

For Smith, what was surprising was that individuals motivated by self- interest could nevertheless promote the interest of society.  In a Robinson Crusoe economy, there is no society, and it is completely unsurprising that Robinson Crusoe promotes his own self-interest.  The representative agent embodied in Robinson Crusoe enables economists to turn a hard problem of market analysis into what is, in essence, an engineering problem, as Robinson seeks to maximize his lifetime utility.  The surprise that we can many times study a whole economy by looking at one isolated individual is diametrically opposed to Adam Smith’s surprise.  What made Smith’s insight so remarkable was that there was a disconnect between the two levels of analysis: the rule at the level of the individual was self-interest, but what emerged at the societal level was what we now call economic efficiency.  In the Robinson Crusoe correspondence, the rule at the level of the individual is optimization and the outcome at the societal level is what we now call a Pareto efficient/optimal allocation.  There is nothing surprising about optimality flowing from the behavior of an individual to an entire economy in an economy with only one individual. 

When I say that we can study the whole economy by looking at one individual, I mean this in a normative sense -- we can study some of the efficiency conditions that can be achieved by competitive markets.  The problem comes when economists start making positive statements about the real economy on the basis of a representative agent.  The conditions under which the behavior of an entire economy can be predicted from the behavior of one individual are, not surprisingly, very severe.  They basically amount to assuming that everyone in the economy is identical in terms of tastes and income.  This, of course, is never true.  So, for example, if it is the case that when the fish are “running,” Robinson spends more time fishing because the price of fish in terms of foregone leisure has declined; we cannot conclude that for an entire economy, the demand for fish will go up as the price goes down.  The First Theorem of Welfare Economics does not guarantee this.  What the First Theorem guarantees is that if the economy is competitive, then whatever outcome emerges, when the price of fish falls, will be efficient.

The Dark Side of Emergence

The first face of emergence in economics, which comes down to us in a direct line from Adam Smith, is thus a very positive one: the road to heaven may be paved with bad intentions.  Agents acting selfishly can, nevertheless, create an aggregate outcome such that it is impossible to make someone better off without making someone else worse off.  This is an amazingly strong statement.  To my knowledge, the first economist to create an emergent model whose outcomes were not socially desirable was Thomas Schelling. In Micromotives and Macrobehavior, Schelling analyzed how neighborhoods would emerge when people had some preference to live near people like themselves.  

Figure 1
  illustrates a “society” where people (the red and black dots) are distributed randomly throughout the space.  

Figure 1

[image: image9.wmf]
Each individual has 8 neighbors, and we assume that they will move unless 3/8th (37.5%) of their neighbors are of the same color as themselves.  This is not a strong preference for segregation, and as a result, in the Figure 1, 72.1% of the people are happy - meaning that they have at least 3 neighbors of their same color.  Nevertheless, when you move people around until no one is unhappy, Figure 2 emerges which has a substantial degree of segregation. 

Figure 2
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In Figure 1, approximately  50% of ones neighbors shared the same color, but in Figure 2 the number is over 80%.  The surprise is that a relatively mild preference for living with people of the same color results in a substantial degree of segregation.  So the rule at the lower level, “move if less than 3/8ths of your neighbors are of the same color” results in an aggregate outcome where more than 80% are of the same color. 

Antz

The Schelling Model does not relate directly to economics. Gven a social preference for integration, the outcome is bad, but one cannot say that the outcome is inefficient.  In fact, since in the final equilibrium everyone is satisfied with their neighborhood, one could say the outcome is efficient.  Of more relevance to economics is the model in Figure 3
, which is derived from a paper by Kirman
.  Ostensibly, it is a model of ants that have a nest in the middle of the graph and forage for food from two equidistant food sources (red and blue) at the edges of the graph.  

There are three kinds of ants: ants that have no source affiliation, blue ants who forage at the blue source, and red ants who forage at the red source.  Initially all ants have no affiliation, but when they discover one of the sources they become that kind of ant and bring food back to the nest and then go out again to that source.  If a blue ant encounters an unaffiliated ant (one that has not yet discovered a source), then that ant is recruited to become a blue ant (similarly for red ants).  The final effect that makes the model interesting is that an affiliated ant that is not carrying food can be converted to the other color, with some probability, if it encounters an ant of the other color.

Figure 3
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Possible economic applications for such a model are choosing to adopt one of two alternative technologies, choosing to do business with one of two alternative firms, etc.  The model then neatly illustrates two opposing views of how this competition will evolve:

1) Since the food sources are equidistant from the nest, equally plentiful, and the ants initially move randomly, one might think that 50% of the ants will be red and 50% will be blue.  In the context of this model, this would be the “competitive” outcome, and it is what would be predicted by what economists call the Hotelling model
.

2) Since ants can recruit and convert other ants that they meet, one might think that if one source develops a lead in ant affiliation, it will build on that lead and ultimately all the ants will be of that color.  

Which of these two outcomes emerges is not only of academic interest.  One of the major driving forces behind the stock market bubble of the late 1990’s was the belief that if a firm developed a lead in Internet customers, it would lock in that customer base and have very high profits in the future even if it was currently suffering severe loses.  What the model shows is that, as expected, if there is no recruitment or conversion of ants, the Hotelling result emerges: approximately 50% of the ants are red and 50% are blue.  Surprisingly, this result is essentially unchanged if there is recruitment but no conversion: the ability of ants affiliated with a given source to recruit other ants does not tip the scales irreversibly to the first source found.  The fact that ants are randomly searching for a source at the beginning insures a nearly equal split between sources.  In either case without the possibility of conversion, the model is in equilibrium. When all ants are affiliated with some source, recruitment simply speeds this process up. 

Figure 4 illustrates the case of recruitment with a conversion rate of 75% and plots the proportion of red ants.  As can be seen, even after 15,000 periods the model does not settle into an equilibrium. The percentage of red ants fluctuates widely. The reason is the complex interplay between positive and negative feedback at work in the model.  Positive feedback results from two facts: 1) when there are more ants of a particular color, it is more likely that an unaffiliated ant will meet an ant of that color and be recruited;  2) there are more “missionary” ants of that color to convert ants of the opposing color.  If these were the only mechanisms in operation, eventually all ants would be of one color.  Negative feedback results from the fact that when there are more ants of a particular color, there are necessarily more ants who are not carrying food of that color.  For ants of the other color, therefore, there are many potential converts.  For the ants of the minority color, the graph is a target rich environment.  If the conversion rate is set high enough, these two forces are continually at war. 

Figure 4 
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Figure 4 illustrates the danger in telling top-level stories or finding patterns in top-level phenomena when the underlying process is emergent.  Looking at the time series in Figure 4, macroeconomists might analyze the tops and bottoms of the percent red ants as peaks and troughs of business cycles and seek macroeconomic explanations for their occurrence.  Technical stock market analysts might look at the pattern of percent red ants and claim to be able to predict future movements
.  But we know from how the model was constructed that telling aggregate stories of movements during particular time periods is nonsense. All of the observed phenomena were caused by interactions at the local level. 

A New Kind of Economics

Just as there are multiple definitions of emergence, there are multiple descriptions of how an economics based on emergent principles differs from traditional neoclassical/Walrasian
 economics.  A minimum set of characteristics distinguish what has come to be known as “agent based computational economics” from traditional economics. 

A fortiori, agent based computational economics is populated by heterogeneous agents.  It is in the very nature of emergence that agents interacting at a local level cannot be identical.  So, for example, in the segregation model, agents differ by their initial position in the grid and therefore by the identities of their immediate neighbors.  Even if agents were initially programmed to be identical, their local interaction with one another would be different and they would soon cease to be identical.  This necessary lack of a representative agent means that in emergence one cannot adopt the Robinson Crusoe methodology in which economic efficiency flows to the whole economy from the maximizing behavior of one individual.  But heterogeneity in no way negates the First Theorem of Welfare Economics.  A strength of both the First Theorem and of Walrasian economics is that they are perfectly capable of dealing with any degree of heterogeneity.  While some economists see heterogeneity as a hallmark of agent based computational economics, its real role is to eliminate the possibility of using the intellectually suspect Robinson Crusoe methodology.

What fundamentally differentiates agent based computational economics from traditional Walrasian economics is that economic activity occurs outside of equilibrium.  Agent based models can certainly have an equilibrium.  In the segregation model, for example, equilibrium occurs when everyone is content with the color distribution of their neighbors.  It is generally the case that once out of equilibrium trades or economic activity are allowed, the ultimate equilibrium, if there is one, will not be unique (by unique we mean an identical final pattern of dots; it depends critically on the initial placement of the dots and also on the order in which people get to move).  

While the existence of an equilibrium is important for the analysis in this essay, uniqueness of the equilibrium is not a central concern.  The essential question is whether the equilibrium will be efficient.  What assures efficiency in traditional Walrasian economics is the Walrasian auctioneer who aggregates all supply and demand information and allows trading only at equilibrium prices.  The Walrasian auctioneer is the economics version of a top-down coordinator, and it is a hallmark of emergent processes that there is no such coordinator.  Without the auctioneer, one must generate the final equilibrium from the local interaction of the individual agents.  Under what circumstances such an equilibrium will be efficient is an open question.

Macroeconomics
Macroeconomics is the study of the economic activity of the economy taken as a whole. To carry out this study, macroeconomists create economy-wide aggregates of individual real world variables.  Some of these aggregates are sums of individual variables, such as gross domestic product, which is the sum total of the economy’s production of goods and services for a given time period; other aggregates are averages of individual variables, such as the price level or the inflation rate, which average individual prices and their percentage changes.  The goal of macroeconomics is to understand the movements of and the relationships between these various aggregates.  If we conceive of the economy as an emergent system, then from this description, it should be obvious that macroeconomics is inherently studying its top-level behavior.  

Modern macroeconomics began with the publication in 1936 of The General Theory of Employment, Interest, and Money by John Maynard Keynes.  Virtually since its inception, there has been a research agenda to provide micro-foundations for the relationships between the macroeconomic aggregates.  For the most part, this research program has used traditional neoclassical/Walrasian economics to provide the micro-foundations.  This approach contained within itself an internal contradiction that only became fully obvious in the 1970’s with the advent of what has come to be called New Classical economics.  Traditional Walrasian economics shares with Adam Smith an optimistic view of the workings of the economy.  The central message of The General Theory, however, was that the performance of the economy would many times be sub-optimal.  Because of this internal contradiction, the effort to provide micro-foundations for Keynesian macroeconomics has yet to produce a model that is convincing to most economists. 

I argue here that the reason for this failure to provide adequate micro-foundations may be that we are using the wrong microeconomic paradigm.  Instead of using traditional neoclassical/Walrasian analysis perhaps we should be using the kind of emergent processes that are not so biased toward producing rosey outcomes.  For instance, we can see that the ants model apparently exhibits internally generated cyclical behavior.  I say “apparent” because there is unquestionably no mechanism generating a fixed periodicity to these cycles.  The cyclical behavior emerges from the local interaction of the ants.  This is in stark contrast with the standard macroeconomic explanation for apparent cyclical behavior which is that the economy is hit by an exogenous disturbance, that the internal mechanisms of the economy may initially augment but ultimately dampen down this disturbance, and that the only reason business cycles “appear” is that the economy is hit later on by another disturbance.

A key premise behind the standard view is that macroeconomic events must have macroeconomic causes: changes in the macroeconomic aggregates must be the result of macroeconomic disturbances.  This is precisely what an emergent perspective calls into question.  What the standard view calls a macroeconomic disturbance can be, as in the ants model, the bubbling up to the macroeconomic surface of small events at the local level.  Some events at the local level are nullified at the local level: so, for example, an ant not carrying food converts to the opposing color, but then meets an ant of its original color and converts back.  We never see these events at the top-level and are completely unaware of their existence.  But sometimes, a local interaction, or the random occurrence of many local interactions of the same type, is propagated by positive feedback into a bigger and bigger event until it emerges at the top-level as a macroeconomic event.  

In the give and take between micro and macroeconomists, a standard line of microeconomists is that “there is no such thing as macroeconomics.” They mean by this that all that really exists is individual behavior and its aggregation into markets by standard Walrasian methods.  The same statement could be made about a macroeconomics based on emergent principles.  In fact, the same statement could be made about all emergent phenomena.  The case could be made that all of what is observed at the top-level is epiphenomenal and that the only reality is the local interactions.  I am arguing, however, that we do not need to give up on aggregate relationships and finding higher level laws in emergent processes in general and in macroeconomics in particular. Rather, our conception of what those relationships and laws will look like may need to change.  The paradigm should be Boyle’s Law: an aggregate equation describes the top-level behavior of a gas with no reference to the interactions of the individual gas molecules.  The aggregate relationship must, of course, be consistent with what is happening at the micro level; but in an emergent system, there is no presumption that the aggregate outcome will be a mirror image of the micro rules.  

For example, with respect to macroeconomics, the accounting identities continue to hold whether the phenomena is emergent or not.  In addition, thinking of the macroeconomy as an emergent system does not preclude macroeconomic disturbances, just as putting a burner under a balloon will both expand the balloon and increase the pressure within according to Boyle’s Law.  What we need to be leery of is the presumption that all macroeconomic events have macroeconomic causes, not that none do.  What needs to be abandoned is the naive presumption embodied in the Robinson Crusoe methodology that optimality at the individual level implies optimality for the entire economy. 

II. Applications in Literature and Linguistics

Anne Dalke

Why Words Arise—and Wherefore:

Literature and Literary Theory as Forms of Exploration

It’s a nice day: still and sunny. Or it could be cold and blustery. Whatever the weather outside, what’s happening inside is this: The teacher is standing in front of the class—of which you are a member. (You are probably sitting near the back.)  She is reading a poem, slowly, carefully, urging you to hear the words, to listen to the sounds, to experience them. It’s not unpleasant, as the phrases wash over you. You catch one or two, but when the sounds stop, you realize that you haven’t held on to any of it. 

And then she asks (what they always ask): What did you hear? What effect did the reading have on you? (Worse:) What does it mean?  And how does it achieve that meaning? The sense of inadequacy (as a reader, as a student, as a thinker, as a human being) is even worse if the text was assigned beforehand, if you’ve been expected to come to class knowing how to read what you read. Knowing what matters, what you should be paying attention to.

Anyone who’s ever sat in a literature class has likely had an experience like this one, arising from the fear of all that space on the page around a poem (not knowing how to fill it), the fear of all you don’t know about the context of a novel (not knowing how to learn it), the fear of all you need to know—don’t know--generally, in order to offer a worthwhile response. My own moment occurred during the first semester of my freshman college writing course.  We were reading a Hemingway short story; the professor criticized the staccato dialogue between husband and wife. When I defended it, as appropriate to this exchange, Professor Fehrenbach responded, “All of Hemingway’s characters talk that way.”  And the world opened up for me, into a maze of texts.   I realized that, to speak with authority about this one story, I needed to read them all.  And so I become an English major, and begin to read, sort of conversationally, sort of systematically, as each text led me into the others that inform it (Dalke 119).
The realization of all I was expected to know, in order to read well, motivated decades of work, and resulted in my career as a professional literary critic. For others, such moments may lead instead to paralysis, or to a general dislike of reading (or at least to reading-under-instruction). You are not interested in playing a game that seems to be about reading the teacher’s mind, guessing what you should notice, if were you adequately trained to see what is to be seen—that is, the “right” answer. 

Such moments of fear have been addressed (if also exacerbated) by a well-known methodology in literary studies known as reader-response theory (see Jane Tompkins’ collection for a good overview). Meaning comes into existence not when the text is written, but when it is read and responded to. Reader-response theory focuses on the transaction readers make with texts, in the ways they actualize them in their own experience (cf. Waldspurger). And meaning is persistently revised as readers compare and collate their readings with one another, searching for patterns common among them, recognizing when the patterns break down, where new stories are needed. 

Reader-response theory is generally traced to Louise Rosenblatt’s influential 1938 Literature As Exploration, which distinguished between what happens when you read a text primarily to extract information from it, and the “lived through” experience of the text, with what happens “during the actual reading event” (Hall).  It is the claim of this essay that enjoying—actually exploiting—what readers do, the variety of life experiences and activities that they put to use in their reading of texts, makes great good sense in terms of emergence.  Reader-response theory has elaborated at length on how to do this; emergence offers a framework for understanding why it works.

As the single literary scholar in our Working Group on Emergence, I have often found myself groping to understand the terminology of physics and philosophy, of biology and computer science. I have also found, in my repeated requests for definitions and answers to my questions, a newly refigured disciplinary tool box of my own: a means of understanding that helps me make sense of the way literary study operates within the complexities of the larger world. I have found some ways of expanding my understanding of how literature and literary theory evolves. So what I want to talk about here is my own disciplinary angle on—and application of--this thing called emergence: how an English professor has made sense of the process whereby words emerge from words, stories from stories, interpretations from interpretations, meaning from them all—and further meanings out of those. 

Here’s the main thing: emergence creates a problem for the nature of knowing. Because of the complexity of the interactions that produce emergent effects, it is difficult both to predict such effects and to reliably trace particular effects back to particular causes. This unpredictability of the future and irreducibility of the present--results of the emergent nature of the universe--lead (among many, many other things) to those remarkable constructions we call language and literature.  Indeterminacy prods us to make up stories that explain how we got from what was to what is, from what is to what will be.  Literature—and, building on that, literary theory--are what we name the places where this meaning-making occurs. They are two of our ways (among many others) of acknowledging and responding to the unknowability that emergence creates. They are also ways of generating further uncertainty.

I’ll illustrate this process by working my way through three levels: looking first at the generation of words (in puns and etymologies), then at the production of stories we call literature, and finally at the interpretation of their meanings which is literary criticism and theory. The space I traverse is the gap between the sounds of words and what they mean, the places where we take what is not yet known, or not understood, and apply to it logic, form, and the rules of symbol manipulation--and then step back again to see what else might arise in this new configuration. The movement is a “loopy” (and endless) one: from disorder--what we do not comprehend; into order--the meaning we make of it; back to disorder--what cannot be incorporated into the story we tell; back to order--revising the story (cf. Dalke and Grobstein).

We see that process, paradigmatically, in the playful constructions we call puns.  There is a moment of puzzlement, followed by a solution (“Oh, I get it!”), followed by more puzzlement (“Isn’t that curious; what is the logic of the resemblance?”), followed by another answer, a recognition of how shallow—or how deep--the resonance is. When we “get” a “perfect” pun (“Why couldn't the pony talk? He was a little horse/hoarse”), we are seeing simultaneously—or perhaps in such rapid oscillation that it seems simultaneous—two alternative meanings of the same word, or two alternative spellings of the same sound. What constitutes the peculiar pleasure of punning is the ability to switch rapidly back and forth, to hold two meanings in mind at (nearly) the same time (“What do you get when you drop a piano down a mine shaft?  A-flat minor/a flat miner”). Writing the puns out, as I have here, can ruin the fun, because it breaks apart what is the key to the game: the delight of doubling.  But, once its logic is recognized, such doubling can also produce further play (“What do you get when you drop a piano onto a military base? A-flat major/a flat major”).

Imperfect puns work quite similarly, although the delight here is in the near 

misses, the not-quite-exact identity of two closely sounding words. What operates in an imperfect pun is the perception that what appears momentarily as the same is actually different.  What pleases here, as in perfect puns, is the perception of distinction emerging out of identity:  


A man wanted to buy his wife some anemones, her favorite flower. 
Unfortunately, all the florist had left were a few stems of the feathery ferns 
he used for decoration. The husband presented these rather 
shamefacedly to his wife. "Never mind, darling," she said, "with fronds like 
these, who needs anemones?" (Zwicky). 

The literary critic Jonathan Culler argues that this action of puns, providing “the surprising coupling of different meanings,” is akin to that of etymologies, which “show us what puns might be if taken seriously.”  In the elaborately constructed histories we call etymologies, what gives pleasure is our ability to identify connections between two words--or two meanings of a word--that puns refuse to make explicit. Etymologies “give us respectable puns” by laboriously articulating such connections, consciously ordering the playful associations that are generated by the unconscious, or emerge serendipitously over time. Etymologies function as “a structural, connecting device,” offering the mind “a sense and an experience of an order” (Culler, On Puns, 1-6).

Not surprisingly, the accuracy of such word-histories constitutes an ongoing debate among literary scholars. Renaissance writers, for instance, were always constructing faux-etymologies. They also took puns seriously as etymologies (as when Edmund Spenser suggested in Book VI of The Faerie Queene that “coward” was derived from “cowherd”). George Herbert shared a similar understanding of the resemblances among words. His poem “The Flower” observes, for example, that such resonances are not accidental, but bear the weight of cosmic meaning: "Thy word is all, if we could spell.” That is, the shape and sound of words are God’s doing, and—could we but read them—expressive of the natural order (Hedley).  

But contemporary linguists, whose business is to identify the underlying structures that guide language use, are not entirely comfortable with the disequilibrium which can result from punning. Linnea Lagerquist observes that “puns make it clear that the boundaries” of the performance of competence, the knowledge of language and the knowledge of the world “are both highly mutable and indefinite.” Catherine Bates expresses considerable discomfiture over what she calls “pun's perfidious status as an aberrant element within the linguistic structure”:  Puns

give the wrong names to the wrong things--and they disturb the proper flow of communication....in confusing sense and sound...normal rules governing etymology and lexicography are temporarily suspended while speculation and fancy roam free.

Puns must be “contained,” according to Bates, within a structure of rule-determined connections. 

My claim here, however, is that the fundamental “uncontainability” of puns—as well as of those etymologies that surprise, that seem to us like “stretchers”—is important both as an exemplar of the unpredictability of language use, and of our insistent response: ordering what seems to us “aberrant.” We make meaning out of the interaction of a set of rules for the use of words, a history of their relations, and the insistently random action of generating, then editing and elaborating, connections between them and new experiences.  


From our three years’ worth of early morning conversations about complex systems, I have come to see that this activity is an extension of the process we call emergence, that the back story to this way of understanding the relationship between words and their meanings is the irreversibility and unknown potentiality of evolution. As described in a fall 2004 “Report on Our Progress,”


Emergence is a perspective and story-telling genre that is distinctively 
characterized by efforts to make sense of observations on the 
presumption that there is no …one anticipating future outcomes, nor need 
there be any conductor. There is only an originally and still largely 
undirected play of entities which become parts of larger entities which 
become parts of still larger entities and so on. Over a long period of time, 
the process has, in a quite recent development, created entities that 
wonder and ask questions about the process itself and, in doing so, are 
able to find ways to influence and mimic that process (Grobstein, 
Emerging).

When applied to literary studies, this means that every story falls short, needing to be extended and exceeded by its interpretation. We make “meaning” as we try to bridge the gap between what we know and what we do not understand, between past and present, between present and future: our stories are the explanations we "make up" to explain how we got from A to B, how we might have gotten to B from A. The task here is neither discovering the past or dictating the future, but rather making use of the past to create something for the future. Following the logic of emergence, students need not worry when confronted with a poem they don’t “understand,” since their task is not to “get it right,” but rather to contribute to this process of exploration (Grobstein, Science).

Strikingly, the process is facilitated by the inexactness with which we hear one another’s accounts. Recognizing the productivity of our inability to hear exactly what one another says constitutes a fundamental revision of one of our primary myths about what is needed to facilitate human interaction. In the Genesis story of the building of the Tower of Babel, 

the LORD said, Behold, the people is one, and they have all one language…and now nothing will be restrained from them, which they have imagined to do….let us go down, and there confound their language, that they may not understand one another's speech. 

In the Biblical version, the people are powerless to act without a common language, and the building of the tower ceases. 

But emergence offers a contemporary counter-story and alternative explanation: lacking a common language, people have a means of discovering things they didn't know. Their gap in understanding is itself productive of new meaning: 


In a class session devoted to analysis of some poems...the conversation 
turned to the question of differences between "languages". If indeed there 
were highly unambiguous "languages" (mathematics, as well as, for 
example, computer programming languages), how come ordinary 
"language" was invariably highly "ambiguous" in interpretation (so much 
so that poetry was a legitimate art form and "literary criticism" a legitimate 
profession, with a method not dissimilar from "science")? What emerged 
from the discussion was the idea that ordinary language is not "supposed" 
to be unambiguous, because its primary function is not in fact to transmit 
from sender to receiver a particular, fully defined "story". Ordinary 
language is instead "designed" (by biological and cultural evolution) to 
perform a more sophisticated, bidirectional communication function. A 
story is told by the sender not to simply transmit the story but also, and 
equally importantly, to elicit information from/about the receiver, to find out 
what is otherwise unknowable by the sender: what ideas/thoughts/


perspectives the receiver has about the general subject of the story. An unambiguous transmission/story calls for nothing from the receiver other than what the transmitter already knows; an ambiguous transmission/story links teller/transmitter and audience/receiver in a conversation (and, ideally, in a dialectic from which new things emerge) (Grobstein, Two Cultures; cf. also Norretranders). 

The use-value of literary criticism, of the literature it interprets, and of language more generally, emerges in these transitional moments or interstitial places where negotiation is necessary--and where (therefore) meanings need to be constructed. We see this in the evolution of new words, new literary forms, new literary interpretations, and in re-making the meaning of old ones of each of these. Each time a new story is told, at each of these levels, it identifies—in ways that are unpredictable beforehand—other tales not yet articulated. 

New stories get generated in an emergent process, as interactions in the environment leave traces (in literature) that are continuously picked up (in literary theory) and re-combined in new configurations. Literary analysis makes new stories out of the stories we have preserved; the most useful of those are continuously generative of that which surprises. There is no general theory of this activity, only multiple individual practices of criticism, in which the work a reader does while reading becomes the meaning of a literary work (Dasenbrock). 

Reader-response theory is the application, in an academic context, of this notion that every story leads to the making of new ones.  Encouraging students to recognize and articulate their own responses to a story is not only “legitimate,” but an expression of—and essential in furthering--the process of emergence. Rather than trying to “guess the right answer,” what is useful here is students’ relying on their own sense of what is happening in, as well as missing from, a story. Stories fill gaps, and in doing so create new ones. Readers fill those gaps—and thereby make new ones. Making meaning unsettles meaning—and so generates new meanings. 

Examples of such practices are many. For instance: in 1899, Joseph Conrad published Heart of Darkness. In the late 1950’s, Chinua Achebe critiqued the novel as "An Image of Africa: Racism in Conrad's Heart of Darkness.” He then created a new work of fiction, the novel Things Fall Apart, to give life and flesh to the sorts of figures Conrad had objectified in his novel. In 1979, the appearance of Buchi Emecheta's The Joys of Motherhood called attention, in turn, to the peripheral role women had played in Achebe’s novel.  In this sequence a story was repeatedly re-worked—first in criticism, then in fiction--in order to bring into the foreground the sorts of characters whose lives had been neglected in earlier fiction. In each case, the attempt to fill one gap unexpectedly created another one.

Something quite similar happened with Charlotte Bronte's 1847 novel Jane Eyre. Like Achebe’s essay, Gayatri Chakravorty Spivak's 1988 discussion of "Three Women's Texts and a Critique of Imperialism” made problematic the fictional use of people of color as representations of the tortured psyches of Europeans. Spivak’s analysis helps explain the generation of Jean Rhys's 1966 novel Wide Sargasso Sea, in which Bertha Rochester  takes center stage (in Bronte’s novel, she had been confined to the attic as a madwoman, a figure of Jane Eyre’s unexpressed rage).

Similarly, Herculine Barbin: Being the Recently Discovered Memoirs of a Nineteenth-Century French Hermaphrodite, first printed in 1838 and reprinted with commentary by Michel Foucault in 1980, gave rise in 2002 to Jeffrey Eugenides’s novel Middlesex.  As Eugenides said in an interview, he found 

Herculine Barbin's memoir…quite disappointing…as an expression of what it is like to be a hermaphrodite, from the inside…. she didn't have enough self-awareness to be able to understand what was going on….she was pre-psychological in her knowledge of her self.

But Eugenides’ fiction ended up, as he went on to say, not being about “a hermaphrodite at all….it's about reinventing your identity on different levels, be that Greek to American, female to male....Reinvention of self is an enduring theme in American literature in general.”  Setting out to fill in information about someone with a “genetic mutation there's no escaping of,” Eugenides instead found himself writing a tale in which 


the mutation does not make her who she is, does not determine 
everything about her life. There is still a great amount of free will and 
possibility in her life, and 
that's one of the things the book is strongly 
determined in.

The evolution I’m tracing here is more complicated than the interrelations among literary texts described, for example, by T.S. Eliot in Tradition and the Individual Talent. Literature emerges out of earlier literature, certainly, but does so in a process that is as much unpredictable as predictable, as much random as it is directed. In accord with the undirected play that is emergence, no "naive reductionism" is possible: the properties of the novels described above are not simply explicable in terms of their original motivations; in each case, the story far exceeds its ostensible “cause” (cf. Grobstein, Emerging). 

This same unpredictable process occurs in the production of literary criticism: critics attempt to explain what has been left out, left unarticulated, often left unrecognized by authors. In the process they produce something they cannot quite control, something that surprises them. The writing of literature and the interpretations of its meanings (the results of the encounter between text and reader, code and de-coder which we call literary criticism and literary theory) generate new accounts. These new stories traverse the gaps between what is and what was, what is and what may be—and in doing so create the unexpected. Filling the gap left by Conrad’s treatment of Nigerian men, Achebe created another gap, which Emecheta filled, in turn, by creating a fictional world about the lives of Nigerian women. Rhys’ novel brought out of the background a figure created by Bronte, Eugenides’s novel highlighted what Barbin could not describe. In each of these cases, new elisions arose, further stories clamored to be told. It is precisely the failure of all stories ever to tell the “whole” story, to reliably fill in all the gaps, that makes them endlessly productive of new ones:

…talk of the reader opens up talk of psychology, sociology, and history….

critics…have clarified the degree to which meaning is dependent upon the reader's performance….reader criticism has made it increasingly difficult to support the notion of definitive meaning in its most straightforward form…. how precarious interpretation is as a procedure and how little we can depend on the texts themselves to provide proper interpretive guidance. (Rabinowitz)

To put it more positively: the concept of emergence helps explain not how “precarious,” but rather how useful and generative the act of reading can be. In the absence of clear cause and effect, stories arise to explain the distance between past, present and future (it may even be the stories that create the sense of past, present and future). And it is certainly stories that sketch out possibilities for what lies ahead.

This, then, is a contemporary conception of literary theory and literature, of words in the forms of puns, etymologies and stories.  Like biological systems, like artificial intelligence, like history and economics, philosophy and psychology, literature and literary criticism (and their makers) are the products (and the makers) of a process of emergence. Both writer and reader alter and are in turn altered by the shape of literature, and of the world it represents: the world that was, the world that is, the world that is to come.

Let’s look again, through the lens of emergence, at the story with which we began. The teacher is reading a poem.  It begins with a teacher chastising a student for not being able to distinguish between the meanings of two words. The poem quickly reveals, however, that the student has an experiential understanding (which the teacher lacks) of the objects those words represent. The student is able to share that knowledge with others, by putting his experience into poetic form:

(from) Persimmons

In sixth grade Mrs. Walker

slapped the back of my head

and made me stand in the corner

for not knowing the difference

between persimmon and precision.

How to choose

persimmons. This is precision….

Mrs. Walker brought a persimmon to class

and cut it up

so everyone could taste

a Chinese apple. Knowing

it wasn’t ripe or sweet, I didn’t eat

but watched the other faces….

Some things never leave a person:….

the texture of persimmons,

in your palm, the ripe weight.

--Li-Young Lee

Dialogue

Anne: In this paper, I see myself building the top floor of a house that we’ve been working on for years. For me, the primary example of emergence has been evolution, secondary to that, artificial intelligence, and I’m just filling in details on top of that structure. In my bleaker moments, I think that all I’m really doing is recovering reader-response theory and calling it “emergence”—but trying to emphasize the generativity of the unpredictable process in a way reader-response theory doesn’t.

Karen: What really struck me was this idea that there is ambiguity in meaning. I started thinking about mathematics as a symbolic language without the potential for that same sort of ambiguity. Is language just inherently ambiguous? And is mathematics an exception?

Wil: Isn’t that information theory? That it can’t be both complete and …..

Karen: But it’s a different level of ambiguity than what Anne is talking about. 

Wil: You can take the same string of information and make it false by using another set of axioms or assumptions. I think it still applies.

Paul: The thing that is important to understand about math as a language is every effort was made to make math…

Anne: … computer language, too…

Paul: …unambiguous. And in some ways, the greatest discovery of the 20th century was the realization that something on which one had worked as hard as one could, to make it as unambiguous as possible, was still ambiguous.  I think there’s an important distinction to be made between math and other instances of language. How come language, as it is normally used, did not evolve to become less ambiguous? Because its very ambiguity serves an important function.

Al: I think that the distinction between mathematics and natural language is a very important point. The originator of a statement has his or her own vocabulary, of course colored by background, culture and so on. There is not usually a one-to-one correspondence between the meanings and the terms used to describe those things. In mathematics, we have tried to make precise what each term means, but in language we cannot have a self-contained system.

Wil: May I propose something a little bit different? A lot of kids in biology think every trait has a specific meaning and a reason that it evolved.  But there’s much other life that doesn’t have language and gets along just fine. We can do most of what we do without it, so it’s not necessarily a super-adaptive trait. 

Doug: Computer languages are actually a really interesting mix, because they’re meant to be unambiguous and they are: they tell the computer to do something very specific. Yet they’re created, written and read by humans, and just recently some of them have become ambiguous. For instance, you can’t tell what a language called Perl is going to do by looking at it; you have to know what it’s operating. That’s a really expressive idea. You have to know the rules of the context in order to know what it was referring to. It allows you to be very concise and brief.

Anne: Is it interesting to know why computer languages become more ambiguous?

Doug: Larry Wahl, the guy who developed Perl, is very creative. He’s very interested in natural languages and trying to work them into computer languages.  Engineers, people who want to make computers do particular things, don’t find that very appealing. And it’s very hard to maintain such programs. So I don’t think the field is moving that way.

Paul: Stay with that earlier example, of having a symbol that refers to something else, so it has a context. That property is true of all communication. Take a section of any program of any typical computer language; without knowing what series of variables have been declared at the beginning of program, you can’t tell the context. 

Doug: So, for example, you could set x to equal some value, but in Perl you might not even know which variable it is going to be based on. It’s a mixing of levels; that’s the key. Perl has the ability for the contents of the variables to affect the syntax, so it’s a blurring of semantics and syntax. 

Paul: The thing that’s bothering me slightly, in trying to describe computer languages as having the same kind of ambiguity as natural language, is effectively the “divide by zero” problem. When writing a computer language, because you’re interacting with a deterministic machine, you are absolutely prohibited from saying anything which will cause an ambiguous response in the machine. From what you’ve said, Perl doesn’t seem to violate that.

Doug: Yeah, well maybe “ambiguity” is a tricky word in this context. There are rules that disambiguate ambiguation. Perl definitely has laws it has to follow, but there’s a mixing of levels. If you set a normal language x=a+b, you could decompose it: take x and put it back up into a and b. But in Perl, there’s this mixing of semantics: depending on the context, a “+” will do different things. If you take the string “dog” and “food” and plus those together, you get “dog food.” But if you plussed “dog” and “1.4,” you’d get “1.4.” The computer would say, “That’s a number, so I’m going to interpret ‘dog’ as ‘0.’” The meaning of “+” is determined by the properties.

Paul: But the bottom line is that you never hit the point at which the instruction is, “That’s it, you got five choices: take one of them.”


Doug: Right. There’s no randomness.

Paul:  And a really important part of human language, it can be argued, is that what’s input to a human does in fact frequently have the property that the last step of the instruction is, “I can’t tell you what to do next. There are five possibilities. You decide.”  A computer can’t do that, only humans using a computer. 

Karen: That’s the flip side. The original description was that, at the start of any computer language program, you basically define your terms. You could make the argument that there is, at least to some degree, a definition of terms and a description of the rules, vocabulary and syntax in natural language, 

Paul: One of the passages that Anne quotes is derived from a book by Norretranders. His argument is that natural language has as its primary function not the conveying of a set of instructions or any particular understanding. It very specifically has as its function stimulating something new out of the other person. To the extent that’s true, what’s missing from computer language is the step where the instruction effectively say, “Having done a, b, c, and d, there are now a series of possibilities. You pick from among them.” That choice makes the use of language a generative process.

Anne: That’s a really useful thing for literary studies to be aware of, because we still have this model of mathematical exactness, that you can get the right or the best interpretation, or the original meaning.

Paul:  I wouldn’t fear that “all you’re saying” is that reader-response theory is real. If I’m hearing you correctly, what you’re saying is that reader-response theory has a justification in the emergence framework, a rationale which is more clear than that derived from literary studies.  I would say, “Hey, the point of this paper is that there’s a way of thinking that has developed within the field of literary studies. If you look at it from the perspective of emergence, it makes a hell of lot of sense. Over and above that, it provides an understanding of why literary reader-response theory is an effective approach to literature.”

Karen: I had another question. You spend a lot of time talking about puns, and I like the general argument about the recognition of the unexpected connection. I was wondering at what age children start getting puns. I’m really intrigued at what happens if you put puns in the context of human psychological development. You have to achieve a certain stage of development for the subtleties…

Anne: It’s just about knowing context.

Doug: My daughter knew there were two words that were different. They sounded the same and it was funny to use them both in the same sentence.

Anne: But couldn’t you explain all that by saying meaning is context dependent? You can’t say this out loud without ruining the joke. (Writing on the board:) “There are 10 kinds of people in the world.” (Those who know binary and those who don’t.) If you don’t know about binary, you won’t get it. So I don’t know that it’s developmental; it might just be contextual. 

Doug: My daughter Stephanie, who is now five, reached a kind of threshold. She could speak and didn’t get puns, but then there was a point when she started to laugh because of words used in funny ways, or the juxtaposition of two words that sound alike. I think it happened between the ages of three and four.

Anne: Isn’t that just a paradigmatic example of what the bipartite brain does? You have two different meanings and you have to adjudicate between them? 

Doug: Well, my daughter’s not an ant, so that could be a possible explanation. 

Anne: It still feels to me like an important strand here is the loss of innocence. The assumption has always been that we want to make things clear. The argument of this paper is the argument of emergence more largely:  not only will we never get it clear, but every story we write will only produce more ambiguity—and that’s actually a good thing.

Jason: People self-consciously try to convey the meaning they have in their heads to other people, but they’re fighting this uphill battle, because language as an entity is fighting back.

Anne: That’s why a pun is so pleasurable. But once you see it, and try to write it out, you lose the ambiguity.

Doug: I guess I don’t see it as an uphill battle. It’s just being aware of more connections. When I say certain phrases or words, they elicit certain responses in your head. I can use that, and play.

Karen: A colleague of ours in the Russian Department wants to write a training module for Russian verbs dealing with motion that have no English equivalent. That’s an interesting piece of the storytelling that Anne doesn’t really address. It’s hard enough to make yourself understood in one language, but when you try to cross between two it becomes that much more complicated. 

Anne: But isn’t that just an example of the same thing? When I’m talking to you, there’s still a translation. The presumption is that because we’re both using English, we understand one another. Is that really qualitatively different than if you were speaking Russian and I were speaking English? 

Doug: My son is nine and learning Spanish. He was struck by the fact that you can say two different words that sound to him almost the same, and yet they mean something very different. And I said, “Well, Thad, that’s also true in English. You could say, ‘choose’ or ‘cheese’; those sound similar. It was funny for him to realize that his own language is that way, although ‘choose’ and ‘cheese’ don’t sound very close to him.

Jason: The reason I said it was an uphill battle is that some people are only sometimes trying to be clear and unambiguous. On the other side, there’s trying to keep things ambiguous because that’s how ideas are spurred, that’s the way we generate new stories and be creative for the greater good of mankind.

Paul: The idea that ambiguity is perhaps deliberate really does turn the whole problem on its head, because we all have the tendency to think that the function of language is to transmit information, and that the task of receivers is to do the best they can to understand the state of the brain that produced that signal. It’s a really different idea to say no, the brain is not producing a signal in order to have that signal replicated, but in order to explore another brain. One does have to admit that certain properties of language may in fact derive not from the motivation to replicate a state of a brain, but inquire into the state of another brain. 

Anne: That can really help with the reading of poetry. Most students are frightened of reading poetry, because they think they’re supposed to figure out the original brain state that produced that series of images. They’re scared to death because there’s so much whiteness on the page—in contrast to an essay, which lays it all out and gives you a thesis and explains the ideas. The emergence perspective could help students learn to value what they themselves notice in a poem, without worrying so much about what the author intended them to see.

In gratitude to all the members of the Working Group on Emergence at Bryn Mawr College. Thanks in particular to Paul Grobstein, whose ability to break wholes into parts, and recombine them again into surprising new wholes, has been invaluable to my understanding both of my own work and of the world in which it is situated.
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K. David Harrison and Eric Raimy

Language as an Emergent System
Human language is a biological system: All humans are neurologically predisposed to acquire whatever language they are exposed to in their early years. Language itself is socially transmitted. A rich interaction between genetic structures and social learning gives rise to what linguists call a “grammar,» which is the knowledge—part innate, part learned—of language complexity found inside the brain of every speaker. The task of Linguistics, in our opinion properly a sub-field of Neurobiology, is to describe and explain the complex patterns found in all languages. Because this apparent complexity can be shown to arise simpler underlying components, human language is an emergent system par excellence.
 The paradigm of emergence set forth in this volume is very well-suited to the study of Linguistic patterns on at least two distinct (though interrelated) levels.

Language learners, beginning from birth and on through the language learning years up to age seven or so, are confronted with massive amounts of complexity, but never seem to assume that they must memorize verbatim all the linguistic forms that they hear. They will go for the abstract representation rather than the most direct, literal one. Thus, they never encode in their brain the world exactly as it occurs, but rather assume the complexity they hear arises from an interaction of simpler underlying mechanisms. 

We attribute this to the fact that the language faculty of the human brain contains statistical pattern detectors focused on analyzing language. Children acquiring language map surface complexity of speech forms onto a more abstract set of representations to be memorized. Once they have the right representations in their mind, speakers have achieved ‘competence’, the ability to both parse and generate nearly limitless numbers of completely novel words, phrases and sentences.  

Our empirical research program seeks what types of statistics the language faculty is able to compute, and over what kinds of representations it computes them. Once we have useful answers to these questions we can begin to address whether the statistical pattern detectors or the representations computed are unique to the language faculty, or more general-purpose. To demonstrate this view of the human language faculty we will discuss how emergent patterns in the pronunciation of different morphemes are part of the process of language acquisition in Tuvan, a language spoken in central Siberia (Anderson & Harrison 1999). Our analysis extends to all human languages.

Emergent properties of morphology

Suffix morphemes in Tuvan are an example of the type of surface complexity confronting learners. A morpheme is the pairing of a sound and meaning into an atomic unit that is stored in long term memory, in the mental lexicon. Allomorphy refers to a chameleon-like quality some morphemes exhibit in taking on different phonological shapes to match different environments. In other words, a single memorized morpheme may assume one of multiple different related pronunciations when a user actually utters the morpheme. The task for the learner confronted with a suspected case of allomorphy is to decide whether there is just a single morpheme to be memorized (with its chameleon-like behavior accounted for by general rules of the language), or many distinct ones to be memorized separately. The decision is aided by speakers’ general knowledge of sound patterns, and of how sounds affect other sounds when they appear in a particular environment. 

We argue, however, that it is the underlying pattern detection component of the language faculty that forces learners to do so. The system needs to derive abstractness from complexity so that a language, with its infinite combinatorial possibilities, can be stored in a finite brain. Two suffixes in Tuvan, a plural and an adjective marker, will illustrate this process. The plural suffix, added to nouns, has eight distinct allomorphs as presented in (1) (the suffix is underlined and set off by a hyphen for clarity).

(1) Tuvan plural suffix with eight allomorphs


Noun + plural suffix

meaning

teve-ler
‘camels’

ulu-lar
‘dragons’

xep-ter
‘clothes’

at-tar
‘names’

xerel-der
‘sunbeams’

aal-dar
‘campsites’

xem-ner
‘rivers’

xam-nar
‘shamans’

The Tuvan adjectival suffix presents even greater complexity, with sixteen allomorphs (2).

(2) Tuvan adjective suffix with 16 allomorphs

teve-lig
‘having a camel’

böry-lüg 
‘having a wolf’

ada-lyg
‘having a father’

ulu-lug
‘having a dragon’

xep-tig
‘having a clothing’

üš-tüg
‘having a three’

àt-tyg
‘having a horse’

quš-tug
‘having a bird’

xerel-dig
‘having a beam of light’

xöl-düg
‘having a lake’

aal-dyg
‘having a campsite’

mool-dug
‘having a Mongol’

xem-nig
‘having a river’ 

xöm-nüg
‘having leather’

xam-nyg
‘having a shaman’

qum-nug
‘having some sand’

What do Tuvan children learn when they encounter the sets of allomorphs in (1) and (2)? Although there are many different allomorphs of the ‘plural’ and ‘adjectival’ suffixes in Tuvan, learners do not have any problem in producing them in appropriate environments, nor in understanding that any and all of the allomorphs for ‘plural’ and ‘adjective’ have exactly the same meaning. Now we can sharpen our question: It's not what learners do with these allomorphs per se, but whether learners make any generalizations about the distribution of the allomorphs. Do they commit to memory eight distinct forms of the ‘plural’ in (1) with generalizations on what type of noun should occur with each allomorph? Or do they form a more abstract generalization?

The key to the distribution of the allomorphs in (1) and (2) is that the suffix is predictable based on the phonemes (speech sounds) of the noun. We assume that this predictable aspect is statistically highly salient and thus readily identifiable by the learner. In a first pass of encoding, the predictability of the allomorphs for the ‘plural’ and ‘adjective’ suffixes in Tuvan can be represented by the decision trees in (3) and (4)

The decision tree for ‘plural’ allomorphs in (3) encodes a generalization about the distribution of these allomorphs. The learner assumes eight distinct allomorphs, and must then decide how to select an allomorph to use with a given noun. The tree illustrates this decision process. Beginning from the left edge, the first branch queries whether the noun ends in a nasal sound (e.g., ‘n’ or ‘m’ for the data set in (1) and (2)). If ‘yes’, then the learner has narrowed down the possible allomorphs to either #1 or #2. The next query is about the last vowel in the noun.  If it is a ‘front vowel’ (i, e, ü, or ö) then the learner selects allomorph #1 in (3) which is ‘-ner’ and if it is not a ‘front vowel’, then allomorph #2, ‘-nar’, is selected. The decision tree selects the correct plural allomorphs out of eight possibilities, with a solid line indicating a ‘yes’ answer to a decision box and a dashed line indicating ‘no’.
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(3) Decision tree for Tuvan ‘plural’ suffixes

The decision tree in (4) for the ‘adjective’ suffix works in the same manner and produces the correct surface distribution of allomorphs.
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(4) Decision tree for Tuvan ‘adjective’ suffixes

Although the decision trees in (3) and (4) represent enough information to predict the occurrence of the different allomorphs on different nouns, we do not believe the learner stops here. An important characteristic emerges if we consider the content of the two decision trees in (3) and (4). Within the decision trees themselves, there are deeper patterns that learners can detect.  We see these patterns as informational redundancies in the trees. For example, the ‘plural’ decision tree in (3) is wholly contained within the ‘adjectival’ decision tree in (4).  The only difference between the two trees is the additional bifurcation based on whether the vowel in the noun is a ‘round’ (e.g., u, ü, o, ö) or ‘non-round’ (e.g., i, y, e, a) vowel.  This bifurcation occurs in the ‘adjective’ tree but not the ‘plural’ tree and the learner takes this distribution as evidence to extract the ‘roundness’ sub-tree as a separate generalization.

The remaining decision tree, consisting of the ‘consonant’ and ‘front vowel’ decisions, can be further analyzed if we consider that Tuvan also has other suffixes which change their vowels but not their consonants.  The possessive (3rd person) suffix in Tuvan has four allomorphs: /i/, /y/, /u/ and /ü/. For example, nom means ‘book’ and nom-u means ‘his book’. Based on this extra information, the learner can separate the ‘consonant’ decision from the ‘front vowel’ decision.  This last extraction provides the three decision trees that will generate all of the thirty-two possible forms of the ‘plural’, ‘adjective’ and ‘possessive’ suffixes in Tuvan. 
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(5) Three decision trees for Tuvan: (a) ‘consonant decision’, (b) ‘frontness decision’, (c) ‘roundness decision’

At this point, there are no further patterns to be extracted from the decision trees.  The generalizations are as ‘simple’ as possible, and this result has been driven by the statistical analysis of patterns in the data.  There are two interesting aspects of this current situation. The first is that the three decision trees coincide with a traditional linguistic analysis of Tuvan having three distinct phonological processes of ‘consonant dissimilation’, ‘backness harmony’ and ‘roundness harmony’ (Anderson and Harrison 1999). Each of these three processes are considered to be phonological (and not morphological) because the queries in each decision tree only refer to the sounds found in the noun that suffix is attaching to. The ‘consonant dissimilation’ decision tree affects only the sound /l/ in Tuvan. The ‘roundness harmony’ decision tree affects the set of ‘high’ vowels in Tuvan, while the ‘backness decision’ tree affects all vowels in Tuvan. At this point we can now understand how the learner identifies the allomorphs for the ‘plural’ and ‘adjective’ suffixes in (1) and (2) as chameleons. The patterns that can be extracted from the distribution from these allomorphs do not coincide with lexical or morphological information. Indeed the patterns range over the entire distribution of sounds in Tuvan. Because the pattern is not restricted to a particular word or morpheme, the learner need memorize just one of the surface allomorphs for the ‘plural’ and ‘adjectival’ suffixes. He may then allow the decision trees in (5) to modify the memorized morpheme to match specific sound environments.

A second interesting aspect of the decision trees in (5) is that relatively trivial transitional probability-based statistics are the only thing needed to identify these generalizations. It is well documented that infants as young as 8 months are able to calculate transitional probabilities (Aslin, Saffran and Newport 1998). So we are confident that we are not making unreasonable claims about the statistical abilities of humans. One aspect of statistical learning that is often glossed over, which we feel is crucial to our analysis of Tuvan, is the question of what is done with the statistical knowledge gained by the learner. Statistical knowledge is useless in building words unless a decision is made based on it. We believe that the statistical analysis of the distribution of the ‘plural’ and ‘adjective’ suffixes in Tuvan provides the basis for decision-making. The learner makes sensible decisions about what to memorize as the underlying, mental representations for the morphemes in question and what phonological processes are present in Tuvan.  Although the statistical analysis provides the source of the knowledge about the distribution of allomorphs in Tuvan, the learner makes a decision about whether to memorize a static representation or not.  The static generalization based on a statistical decision, present in the speaker's long term memory, is  what characterizes the speaker's ‘grammar,’ not the statistics themselves. 

The ‘decision process’ aspect of statistical learning is the key, in our opinion, to understanding how and why we see ‘complexity to simplicity’ in emergent systems. The language learner begins the task awash in the complex surface data of spoken language. At first, the only available option is to do raw statistical analyses. After sufficient statistical analysis, patterns emerge and the learner can decide which patterns merit generalization and which patterns do not.  The positing of generalizations from the initial statistical parse of the data now provides the learner with more information to work with. Posited generalizations can be modified based on additional data and can be statistically analyzed as a source of new and ever more abstract generalizations. 

The overall effect of the cycle of analysis and decision-making is the production of simpler and more parsimonious generalizations. The simplification of generalizations is a necessary condition for a statistical based learning algorithm to be useful. If there is no pattern in the statistical distribution of a set of data that can be generalized in a manner that is simpler than the distribution of the data itself, then there is no motive to posit that generalization. Thus, any memorized generalization must be simpler than the distribution of the data itself. This ‘generalization condition’ will hold over the entire cycle of statistical analysis, and one possible reason to stop the analysis is that there are no longer any patterns in the data that are simpler than the distribution of the data itself.

The relationship between complexity and simplicity in emergent systems

Our story about the acquisition of the ‘plural’ and ‘adjective’ suffixes in Tuvan demonstrates how a learner can extract simple generalizations from the complex surface data of spoken language. The achieved simplicity is based on the discovery that the distribution of the different allomorphs of the 'plural' and 'adjective' suffixes is predictable and stable from just the raw surface facts of the language.

An unstated aspect of the generalizations we posited for Tuvan is that the three of them in (5) are all ‘transparent' which means that these generalizations hold for all of the surface forms they are based on. The primary reason why these generalizations are transparent is that they are independent of each other. The decision about whether to change /l/ to another sound is completely independent of the decision about whether to change a vowel to round or not. Because of this independence we can make the three decisions necessary to predict the occuring form of the 'adjective suffix' in any order we want. We still end up with the same answer.

In contrast to the transparent and independent generalizations we've discovered in Tuvan, there are generalizations in human language which interact with each other. One common type of interaction between generalizations is where one generalization obscures a second generalization rendering it undetectable in some cases. Cases like these are referred to as 'opaque'. The most interesting aspect of opaque generalizations in our opinion is that they show the same simplicity as the transparent generalizations.
A classic example of an ‘opaque’ interaction can be found in some dialects of North American English which contain two common processes of sound change, the first one called ‘flapping’ and the second ‘Canadian Raising’ (Idsardi 2006). ‘Flapping’ is a process where the sounds [t] and [d] (we'll put letters in square brackets when we want to refer to how they are actually pronounced), which are normally pronounced distinctly (as in the first sound in 'toe' vs. 'doe', or the last sound ‘at’ vs. ‘add’ respectively) become merged into a single sound distinct from both [t] and [d]. This new sound is what phoneticians call a ‘flap’ (we use the symbol [D] for flaps in the data below) and is the middle sound in the words 'utter' and 'udder', 'latter' and 'ladder', 'writer' and 'rider' and 'bitter' and 'bidder' in dialects of English where each pair of words is homophonous. (Note that highly literate speakers may resist the notion that 'bitter' and 'bidder' contain the same consonant in the middle, because they are thinking of the written form of the words. But acoustic analysis and perceptual tests confirm that these two sounds are pronounced identically in most American English dialects in informal speech). 

A second process, ‘Canadian Raising’, causes the vowels in words like 'bite' and 'about' to change in their pronunciation. We'll write the original vowels in these words as [ay] for the vowel in ‘bite’ and [aw] for the second vowel in 'about' and the 'raised' versions of these vowels as [Ey] and [Ew] respectively. A crucial aspect of Canadian Raising for our specific purposes is that the diphthongs in question only raise it precedes a [t] but not [d] or [D]. Remember that we are working off of the actual sounds in a word as indicated by the square brackets and not how the words are spelled. If this specific sound environment is not provided, the vowel raising process will not occur. Consequently the words ‘write’ and ‘ride’ have different vowels in them (e.g. [rEyt] and [rayd] respectively) for speakers with Canadian Raising.

We can see that the interaction of the sound processes of 'flapping' and 'Canadian raising' produce a more complex emergent pattern of words by considering the example words in (6).
(6)  Interaction of Canadian Raising and Flapping (data from Chambers 1975:89-90 as cited in Idsardi 2006)




Dialect A
 







‘writer’
‘rider’



Step 1 Memory

/raytər/
/raydər/



Step 2 Raising

rEytər
(does not apply)

Step 3 Flapping

rEyDər
rayDər



Step 4 Speak

rEyDər
rayDər



(6) is organized as a derivation which is an ordered list of generalizations applied one after the other. Step 1 indicates how the word is memorized in long term memory. In this example, 'writer' and 'rider' are memorized differently with 'writer' having a [t] and 'rider' having a [d] based on how the related words 'write' and 'ride' are pronounced. Step 2 shows the Canadian Raising generalization in action. The vowel in 'writer' changes because it comes before a [t] while the vowel in 'rider' does not change. The next step changes the [t] and [d] in each word to a flap, [D] which produces the final forms in step 4. This last step represents how the words are actually pronounced in this particular dialect of English.

The most important aspect to notice about the derivation in (6) is that the words 'writer' and 'rider' are not homophonous in this particular dialect of English. The words diverge in the nature of their vowel in step 2 when the 'Canadian Raising' process occurs. After this step, the word 'writer' has the 'raised' vowel [Ey] but the word 'rider' does not. The curiosity of this observation is that both words show the effects of the 'flapping' sound change which presents the surface appearance that we can not predict whether Canadian Raising should apply or not. The application of the Canadian Raising process in this example in step 2 (6) is 'opaque' because the simple generalization behind Canadian Raising (change [ay] to [Ey] before [t]) is not observable in the actual pronunciation of 'writer' as [rEyDer].

We can confirm our story about the non-homophonous pronunciation of the words 'writer' and 'rider' in (6) by considering a dialect of English which pronounces these words as homophones. This pattern of pronounciation is produced by simply reordering the steps in (6) as demonstrated for this dialect of English as below in (7).

(7)  Candaian Raising and Flapping in another dialect of English

Dialect B

‘writer’
‘rider’
Step 1 Memory
/raytər/
/raydər/
Step 2 Flapping
rayDər
rayDər
Step 3 Raising
(does not apply)
(does not apply)
Step 4 Speak
rayDər
rayDər
The important difference about this dialect is that the 'Flapping' process applies as step two in this derivation where it was step 3 in the derivation in (6). The effect of this earlier application of 'Flapping' is to make both 'writer' and 'rider' homophones (both [rayDer]) at this point in time. After this step Canadian Raising does not apply to either word thus resulting in homophones for speakers with this dialect.

The difference between the dialects of American English presented in (6) and (7) is only the decision of which process to do first, Canadian Raising or Flapping. The emergent behavior seen in these dialects of English is that these simple rules can interact in ways that produce very complex distinct surface patterns. Two important aspects of the 'opaqueness' discovered in (6) and (7) need to be noted. This first is that 'opaque generalizations' are a robust feature of all human languages. No fully 'transparent' language has ever been discovered. The second aspect is that 'opaque generalizations' do not appear to cause a problem for children acquiring language. 

This latter observation fully demonstrates to us the emergent aspects of human language. Human language learners are predisposed to analyze data to extract simple generalizations. Because these generalizations must be simpler than the data itself, and are often decomposed into still simpler generalizations, we should not be surprised when the generalizations are ‘put back together’ in a particular order and surface complexity arises. Expecting the complex interaction of simple generalizations as producing emergent patterns appears to be the normal state of affairs in language acquisition.
Human language and emergence

We hope our brief sketch of language acquisition has been helpful in demonstrating how human language is an emergent system and thus provides excellent naturalistic data from an emergent system. The study of emergent systems will lead to deeper understanding of the structure of human language. In our opinion, the most beneficial aspect of our sketch is the identification of specific and general questions about both human language and emergence that should be pursued further. In this essay, we are assuming that the required statistical analysis mechanisms and decisions that underlie the discovery of the relevant decision trees are present, although we do not yet know the full details of these mechanisms. What representations the statistical analysis occurs on, and what the decision processes are for positing generalizations, remain some of the most important questions to be addressed, not only for linguistics but for the cognitive sciences as a whole.
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III. Applications in the Sciences

Karen Greif  

Can we model a cell? 

Emergent Approaches to Biological Research

“If, as the bio-chemists say, life is only a very complicated chemical process, will the difference between life and death be first expressible in a formula and then prisonable in a bottle?” 

(Dorothy Sayers, The Documents in the Case)

The canonical example of emergence is life—in which interactions between molecular entities give rise to properties not inherent in the entities themselves. The cell theory, that the basic unit of living organisms is the cell, was proposed in the mid- nineteenth century. Since then, biologists have sought to identify the components found in living organisms and gain an understanding of how these components can give rise to what we recognize as life. Given the complexity of living organisms, is it possible to develop a model of a cell that would allow predictions of cellular behavior? If such a model is possible, what might we learn from it? This essay discusses efforts to build models of cell function, their implications for biological research and explores how these efforts might relate to other “model systems” such as neural nets and robots.

The Cell

The cell, a membrane-bounded semi-autonomous collection of molecules, is the fundamental unit that expresses all the characteristics that we commonly associate with life: a high degree of organization, growth and development, reproduction, responses to changes in the environment, energy conversions, homeostasis (a relatively stable organization in the face of external changes), and inherent variability that permits adaptation to environmental change. One way to consider these characteristics is as a set of “rules”—requirements that the organism must follow in order to achieve “life.” However, these rules must be flexible to account for the wide range of solutions achieved by living organisms, in sharp contrast to the more deterministic view of physics.  The precision of the metaphoric algorithms resulting in life is a matter of considerable debate, and building models of cells may well reveal some of the nature of the system. 

All living organisms display a hierarchical organization, in which individual molecules assemble to yield functional units that in turn assemble into higher order structures; this hierarchical structure is a feature of other emergent systems as well. Thus, living organisms lack direct “top-down” instructions inherent in human-designed systems. However, interactions between levels may be thought of as bi-directional, since higher-order systems may influence the behavior of assemblages at lower levels. Cells themselves are divided into two categories based on internal organization: the prokaryotes that have all functions contained within a single compartment and the eukaryotes, which contain multiple membrane bounded organelles within their interior that have specialized functions. These compartments themselves may also be regionally specialized. The degree of spatial organization within cells is only now being fully recognized, and adds a new level of challenge to those who wish to develop models for cells. 

In principle, all cellular “information”—the set of algorithms that give rise to the rules of life---is encoded within the genome, but the readout of this information in the form of gene expression allows cells to display different behaviors at different times and in response to different environmental conditions. In addition, the very definition of a gene as a unit of information is under debate (Pearson 399). The view of DNA as containing strings of discrete units of information encoding proteins is increasingly blurred as we gain more information about the genome.

Living organisms exhibit “robustness”, an ability to tolerate and adapt to environmental changes. Several strategies are used to achieve this homeostatic stability: redundancy, in which multiple cellular components serve as backups for critical functions; structural stability, through which intrinsic mechanisms are generated that promote stability; and modularity, where subsystems are physically or functional separated so that failure in one module does not spread to other functions (Kitano 1662). 

Understanding Cell Function

The approach to studying cells (or higher order, multi-cellular organisms) has been largely reductionist: identify the molecular players in a given function and determine how they work individually. The  “take-it-apart-and-see-how–it-works” approach might be termed “naïve reductionism” since it neglects the hierarchical organization inherent in living things. Much effort has been made to build a molecular “toolkit” of the cell, a project that continues today. Such analyses have been remarkably successful---up to a point. The biochemical pathways associated with cellular breakdown of molecules to extract energy, and the use of stored energy to synthesize new molecules, were mapped in detail by the mid-to-late twentieth century. Cells must not only be able to carry out chemical reactions but also to turn them off when not needed, a process termed feedback. Significant advances were made in understanding the feedback mechanisms that controlled important metabolic processes. For example, the end-product of a string of chemical reactions might interact with the first enzyme in the pathway and shut off its activity. The latter half of the twentieth century also was a period of tremendous activity in molecular biology, examining the structure and function of DNA and RNA, gene coding and the control of expression of genes.  At the same time, huge strides were made in defining the mechanisms by which cells receive signals from the environment and convert them into changes in intracellular function, a process called signal transduction.

The naïve reductionism approach to studying metabolic pathways contributed to the metaphoric view of the cell as a complex chemical “factory,” with many different chemical processes taking place simultaneously in a highly coordinated manner. However, even single pathway analyses were plagued with unexpected problems. First, the analysis of a particular chemical pathway conducted in a test tube often did not match what is observed in vivo. Proteins involved in individual pathways were influenced by other components in other pathways within the cell. One common approach in a reductionist approach to studying molecular function is to block or knock out the function of a given gene to determine its role in the cell. For example, the gene for a particular enzyme might be mutated to demonstrate its (assumed) crucial role in a cellular function. However, because of redundancy in the system where more than one gene product may subsume a given function, such experiments sometimes yielded apparently “negative” results. To make matters worse, an individual gene may code for more than one protein and therefore affect more than one function within the cell. Many cellular proteins are themselves multifunctional; removal of a given gene may influence more than the pathway under study, again leading to results that did not fit within the initial hypothesis of the experiment. 

Even under highly controlled conditions, different results might be obtained in any given analysis because of the variability inherent in cells. Cells are more than tiny chemical factories—and possessing inherent variability is most likely essential for survival of all living things (Grobstein 960). Can this variability be measured? A series of very clever experiments in the past few years revealed some of the characteristics of cellular “noise” (Elowitz et al 1183; Pedraza and van Oudenaarden). Two factors contribute to variability: intrinsic limits on the ability to control a gene’s level of expression; and influences of other interacting molecules, or extrinsic factors. For any given gene, production of its product is affected by how well its expression is regulated by the proteins that bind to DNA (intrinsic) and the processes by which these regulatory proteins are synthesized, processed and localized in the cell (extrinsic). Researchers need to take into account this inherent variability when constructing models of cells; the measurements described above suggest that variability might be built into models using mathematical calculations.

Many biologists now recognize that studying molecules in isolation or in single pathways do not represent how cells work--and increasing focus has been placed on understanding the interactions that take place within the intact cell. If naïve reductionism is reaching its limit of usefulness in dissecting cell function, what might replace it? As a practicing reductionist myself, I do not suggest that we should discard all forms of reductionism, but rather that it placed in the context of emergence—the examination of interactions between molecules, assemblages of molecules, and higher-order networks within the cell. This approach also suggests that the sub-disciplinary boundaries within biology, such as molecular biology, cell biology, and physiology, are no longer useful to divide and define research areas. In order to examine cell function across its hierarchical levels, expertise in a number of disciplines is needed.

Enter Systems Biology
In the “post-genomic” age, a new view of an old discipline has emerged—that of systems biology. In the past, “systems biologists” explored interactions between organ systems in a multi-cellular organism. Systems biology now encompasses the recognition that coordination of functions in living systems occurs at all hierarchical levels of living things--from cells to ecosystems. The molecular toolkit is assembled in the context of functional hierarchies—although not explicit, the strategy is an emergent one.  At the cellular level, the goal of systems biology is to inventory all the genes and their products in the cell, determine their functions, map how they interact with other molecules, and finally assemble the entire network to produce a detailed picture of how an entire cell functions dynamically. In addition, since cells express different functions at different points in time, scientists wish to model patterns of cellular differentiation, both in single cells and in multi-cellular networks during development. Given the breadth of data to be managed, models need to make use of computational principles designed to handle large numbers of inputs, such as those developed in artificial intelligence and robotics. While researchers appear to recognize the challenge of modeling in a highly complex system, most appear confident that such modeling will eventually be possible.

Modeling takes place at different levels: at the level of a single gene, at the level of a straight-line pathway, at the level of interacting pathways, and then at higher levels of systems organization and whole cell dynamics. One might imagine that regulation of a single gene should be fairly simple--gene expression may be turned on or off by interacting proteins called transcription factors. However, as molecular biologists gained more information about gene regulation, the complexity of regulating even a single gene became apparent; an individual gene may have many transcription factors influencing its expression. The ultimate pattern of expression is thus the result of a complex dance of interacting transcription factors. In a landmark paper (Yuh et al 1896), Eric Davidson and his colleagues at Caltech experimentally dissected the regulation of a single gene (Endo 16), involved in the development of sea urchin embryos, by painstaking removing and adding back different regulatory elements of the gene. The result was a modular description of gene regulation, in which different portions of the regulatory region of the gene influenced, and were influenced by, other parts. The circuit and logic diagrams of this gene were both an elegant demonstration of how experimental approaches would permit the development of models for gene function, and a sobering harbinger of the complex challenges facing modelers.

When researchers attempted to extend their analysis from individual pathways to the crosstalk between them and overall regulatory processes that control them, the complexity seemed daunting. Put simply, the system rapidly became so complicated that “connecting the dots” of interacting proteins turned into an impenetrable mat of connections. Nevertheless models of interacting cell signaling pathways were generated that accurately reflected some (although not all) characteristics observed in vivo. 

When a cell responds to an external signal, a cascade of events occurs that converts the external signal into a series of chemical reactions within the cell. The cascade of molecular changes ultimately alters cellular metabolism and patterns of gene expression. A single external signal may have multiple effects on a cell, depending on state of the cell when receiving the signal. These signal transduction pathways have been shown experimentally to have several features important for modelers: a small signal received on the cell surface is amplified to produce many activated signaling molecules internally, elements of pathways cycle between two chemical states affecting their ability to affect other members of the pathway, the change in cell activity may persist after the external signal is removed, and interactions between different signaling pathways serve to modulate the effects of any given pathway. Can these features be built into a simulation?

Bhalla and Iyengar (381) developed a model of interacting signaling pathways based on extensive experimental data on the dynamics of signaling pathways. Their strategy was to develop mathematical models for each component of a single pathway and then link them together. Once models were built that accurately reflected experimental data, models for separate pathways were paired, checked against published data, and the process continued until the network was assembled. Among the features that emerged in their model—that were not programmed into it—were the features described above: Signals persisted after (mathematical) withdrawal of the initial signal; feedback loops were activated; minimum thresholds for activation of a pathway were determined; and different outcomes of the pathway occurred depending on the pattern of interaction programmed into the system. The system also could tolerate small changes in individual parameters, thus displaying the sort of biological robustness known to exist in cells.

The authors noted that their model had shortcomings: it failed to include evidence that different pathways may be spatially separated from each other in a cell, thereby limiting the access of components to other pathways, and it based its assumptions of the characteristics of each biochemical reaction on in vitro studies, not those in vivo. Therefore, their model is only an approximation of signaling events that take place in cells. 

A second area that shows promise in modeling is genetic control of cellular differentiation in embryonic development. All multi-cellular organisms begin as a single cell, which then divides many times. Different subsets of cells follow different developmental paths, leading to the generation of the many kinds of tissues and cells that exist in complex organisms. The study of embryological development began in the 19th century as detailed visual observations of significant events associated with early development. In the first half of the twentieth century, our understanding of how development occurred grew as the importance of cell-cell interactions were revealed through painstaking manipulations of developing embryos. These studies demonstrated that specific cell-cell contacts were required for the embryo to develop normally. Exquisite lineage maps were developed for many species, demonstrating that patterning of embryonic development occurred in a highly predictable manner.

In the latter half of the 20th century, attention turned to determining the chemical nature of the interactions influencing cell differentiation, and many factors, some secreted by cells and others expressed on the cell surface, were found to play critical roles in development. As scientists learned more and more about genetic pathways, they turned their attention to understanding how the “programming” of development played out in cascades of gene expression. In other words, how do changing patterns of gene expression direct cells to begin to take on a particular specialized fate? Much of this work, beginning about 25 years ago, focused on perturbing development by knocking out individual genes and looking for the effects, and was instrumental in identifying many factors involved in patterning. Nevertheless, moving from individual gene knockouts to determining, and modeling, the networks of genes associated with development, required a major change in research approach and strategy.

Researchers interested in understanding the genetic control of development now refer to gene regulatory networks, which are logic maps that show all the inputs to a given gene to determine how a single gene responds at any given time and place. These networks also permit predictions concerning how changing a given input might influence gene expression. Assembled networks may reveal characteristics not observable at simpler levels of analysis, such as feedback loops that permit stable circuits of differentiation (Levine and Davidson 4936).

Building gene regulatory networks requires using model organisms for which much is already known about the patterns of gene expression in development. Model organisms used extensively to build models include the tiny roundworm, C. elegans, the fruit fly, Drosophila, and the sea urchin embryo, S. purpuratus. It is not yet possible to model development at this degree of detail in mammals because the necessary background information on gene-gene interactions is not known. In order to build a model it is important to know not only which genes might be turned on or off during development, but also when and where in the embryo these events occur. Because embryonic development occurs internally in mammals, these events are not readily accessible for study.

In the sea urchin, Davidson and his colleagues have constructed a gene regulatory network that covers development from the fertilized egg to the formation of the first cell layers, a process called gastrulation, a period covering about 30 hours of development after fertilization. The network consists of almost fifty genes, mostly transcription factors that influence other gene expression, divided into modules that reflect both spatial and functional divisions. Much of the model is based on experimental dissection of how each gene influences the others’ expression. However, parts of the model still need to be tested experimentally, and it is not yet certain whether all the genes associated with developed have been identified. When presented visually, the network resembles a complicated electronic circuit diagram.

The potential power of these gene regulatory network models is that they allow for predictions of what might happen if a particular interaction is perturbed at a particular time—these predictions help explain the phenomena discovered by embryologists in the early 20th century. The networks also reveal how modules may be developed to control certain parts of development, a critical feature in the robustness of cellular systems.

Can we model a cell?

Will it be possible to move from pathways to build an entire cellular model in silico? Given the enormous progress in less than ten years, a guarded ”yes” might be the answer.  Models are approximations, and therefore may be adjusted as we gain more and more information regarding the system being modeled. As gene analysis becomes more efficient—for example, through the use of DNA microarrays (gene “chips”)-- researchers may gather enough experimental data to plug into their models to permit development of whole cell models. Will such a model be useful? For a model to be truly successful it should not merely reproduce what we already know; it should revel characteristics that transcend the data added into the model. For example, a model might reveal higher order processes not previously recognized—a genuinely emergent result.

The primary “selling point” put forth by systems biologists today is that detailed cellular models will help in the design of new drugs to treat disease. Cellular models may enable researchers to target given pathways and to predict possible side effects of perturbing these pathways. For example, having a good model of how certain proteins shared in pathways involved in inflammation and blood clotting might interact may have allowed researchers to predict that the popular anti-inflammatory drug, Vioxx, that was recently withdrawn from the market, might increase the risk of blood clots and cardiovascular problems.

The potential value of whole cell models remains somewhat murky. We may not learn their usefulness until the models are made. Thus, cell models share another feature with modeling in other systems, for example, robotics and neural networks, in that their potential value may be revealed as models gain in power and sophistication. Cell models may help us to understand how the extraordinary versatility of living things is achieved and maintained. We may determine the minimum set of “rules” necessary to set a model running, and by making the range of possible interactions broad enough, a functional cell in silico may emerge.

The new field of systems biology, only now beginning to gain prominence, is a reflection of how emergent thinking can dramatically change a well-established discipline. Although it is excessive to claim that systems biology will revolutionize biological research, the emergence of the field may reflect a growing recognition of the need to think both inside--and outside--the box that is the cell.
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  Al Albano

Termite computers: 

Entropy is What You Don’t Know

In NetLogo, something like a computer game, really, there is a model called “Termites”  that goes like this. It starts with a computer screen on which a number of “wood chips” and “termites” are scattered randomly (Burke, Netlogo). A termite may pick up a wood chip if it is not already holding one, and it may drop a wood chip if it has one. It is allowed to hold no more than one chip at a time. Each termite follows very simple rules: Move about the screen randomly. If you don’t have a wood chip and you bump into one, pick it up. If you have a wood chip and you bump into another one, drop your chip near the one you bumped. 

Once the model is started, termites move around, and wood chips are picked up and dropped. Small piles are formed. More moving around and picking up and dropping chips. Eventually, all the chips are in one more or less circular pile. If the model is kept running, the boundary of the pile changes its corrugations as the termites move chips around, but it remains one pile. 

This happens all the time! Change the number of termites or the number of wood chips, change their initial distributions. Sooner or later, you end up with one pile.

What is amazing about this model is that the termites are not told to build a pile of wood chips. There is no director telling them to take isolated chips and put them into piles, or to take chips from small piles and put them into bigger ones, until there is only one. There no mission that the termites are designed to accomplish. All each termite has are simple interactions with wood chips. Yet invariably, together, the termites build something new.

From a physicist’s point of view, the emergence of structure from a less structured state in this simple model represents a decrease in a quantity called entropy. Entropy is often defined as a measure of disorder, but it really has nothing to do with something getting “worse” in a moral or political sense. The concept originated from studies of heat engines by scientific luminaries of the nineteenth century, Rudolf Clausius and William Thomson (Lord Kelvin) among them. These studies led to the laws of thermodynamics, principles of remarkable generality that came to characterize the behavior and interactions of all physical systems involving exchanges of heat, energy and matter. The first of these laws recognizes that heat is a form of energy and that while the energy of an isolated system may change from one form to another, its total value remains constant

Only processes that conserve energy occur, the first law says. But not all energy-conserving processes do occur. A book sliding on a tabletop eventually comes to rest. The energy that was associated with its motion is transformed to heat, raising the temperature of the tabletop and the air around it. But a book at rest on the tabletop is never observed to draw energy from the table or the air and spontaneously move. It is the second law that delineates which energy-conserving processes actually occur.

The second law says that spontaneous energy transformations in an isolated system occur in such a direction as to make its distribution more diffuse and less available for doing work. Or else it does not alter the amount of energy available for doing work. This connection between energy transformations and doing work recalls the origin of thermodynamics in the study of heat engines. This second law is expressed in a large variety of ways: “perpetual motion machines, even those that conserve energy, are impossible,” “heat spontaneously flows from hot to cold,” “no engine can convert heat completely to work.” A version that does not usually appear in physics textbooks is, “there is no such thing as a free lunch.”

These various versions (except the last!) were elegantly brought together by Clausius with his equation for entropy change, which is a measure of the energy that becomes unavailable for doing work. Clausius showed that all previous statements of the second law were equivalent to one, so pithy it could be put on a bumper sticker:  “The entropy of an isolated system never decreases.”

A newly hard-boiled egg dropped into a bowl of cool water loses heat to the water until both are equally lukewarm. As this process continues, the system’s entropy increases, the egg’s temperature decreases, that of the water increases, until they become equal. On the other hand, a lukewarm egg does not draw heat from lukewarm water resulting in a once again hot egg and cool water. Spontaneous heat flow from hot to cold is allowed by the second law, flow the other way around is not. The second law defines the direction of spontaneously occurring processes, it defines what is called “an arrow of time.”

The laws of thermodynamics were formulated even before there was a universal acceptance among physicists of the existence of atoms. In this respect, they were quite a bit behind the chemists, some of whom were already building a periodic table of the elements while some physicists were still arguing the necessity of an atomic hypothesis. But if atoms did exist, and if they obeyed the laws of motion set down by Isaac Newton, it ought to be possible also to derive the behavior of large collections of atoms from these laws. Ludwig Boltzmann argued that this was possible and proceeded to do so (Ehrenfest). 

Newton’s laws of motion don’t care about the direction of time – they are time-reversible. Make a movie of the motion of the earth around the sun. Have somebody play it forward and backward without telling you which way the film is going. You cannot tell which of the two corresponds to the actual motion. Newton’s laws allow them both. Do the same with a china cup falling to the floor and shattering. In this case, there is no mistaking which way the film is being run, there is no mistaking the direction of time. Boltzmann needed an extra ingredient to make the transition from time-reversible Newtonian mechanics to a second law of thermodynamics that allows irreversibility for a collection of particles – atoms, say, or molecules. 
Boltzmann gave up the notion of specifying the position and velocity of each particle. Rather, he took all possible particle locations and velocities and arranged them into bins. Each bin corresponds to a small range of locations and a small range of velocities. Physicists call this “coarse graining.” It’s much like an instructor just reporting the number of students who got A’s, the number who got B’s, etc. rather than saying that John got a C, Maria got an A, and so on for the whole class. In a coarse-grained description, you cannot reverse the velocities of the particles because you don’t know which particles have what velocities. You have lost time reversibility. 

Using this coarse-grained description, Boltzmann found a quantity, now called Boltzmann’s H function, that depends only on how the particle positions and velocities are distributed among the bins and which has the remarkable property that as the particles move according to Newton’s laws, H  never increases. Since H never increases, then its negative, -H, never decreases – just like Clausius’entropy! So Boltzmann identified -H with entropy.

Entropy, it turns out, is connected with information (actually, the lack thereof) about the state of the system. It is also connected with structure (or lack thereof). To see this, let’s think of the particles as wood chips and go back to the Netlogo Termite model. Suppose that the computer screen is partitioned into four regions (“bins”): (1) top left, (2) top right, (3) bottom left, (4) bottom right or some such. Here’s a variant of the game of “twenty questions.” We start with a given distribution of wood chips.  In your mind, you choose a wood chip, then ask me to identify the bin where it resides. To make the identification, I am allowed to ask yes-no questions – “is it in bin 3?”, etc.

The largest number of questions I need to ask to make the identification of course depends on how the wood chips are distributed among the bins. If they are all in one bin, then I don’t have to ask any questions. If half of the chips are in bin 1 and the other half are in bin 3, then I need ask only one question. If they are uniformly distributed – one-fourth of the chips are in each bin, then I need to ask at most three questions. Uniform distribution corresponds to the largest amount of missing information. A calculation of the corresponding Boltzmann entropy shows that the configuration with all wood chips in one bin has the lowest entropy, a uniform distribution has the highest, and all possible other distributions of wood chips have entropies that fall in between. Entropy measures missing information, and the second law says that things tend towards more missing information.

[image: image16.emf]
Fig. 1. Six examples of wood chip distributions among four bins. The entropy of these distributions increases from left to right and top to bottom.
Entropy also measures the structure of the distribution. Let’s illustrate this with some graphs. Figure 1 shows six possible distributions of wood. The top left has all chips in the same bin, and has the lowest entropy. The bottom right has chips uniformly distributed among the four bins and has the highest entropy. Between these are plots with varying amounts of structure. Boltzmann’s entropy is thus seen to provide a quantitative measure of the structure of the distributions – more structure means less entropy. Fewer occupied bins means greater structure. For the same number of occupied bins, a more uneven distribution of chips means greater structure. Things tend towards less structure, the second law says.

The termites in the Netlogo game decrease the entropy of the wood chips by increasing the structure of their distribution. If the wood chips were an isolated system, they would be violating the second law. But of course, they are not isolated. There’s those termites!  It’s just like your refrigerator. It takes heat from the vegetables you are keeping cool, and dumps it into your warm kitchen. It would be a violation of the second law if the refrigerator did it all by itself, but then, there’s that power cord.

A sizeable fraction of the energy used to generate electricity is dissipated because of friction in the generators. There is additional dissipation when, because of the electrical resistance of the wires used to transmit the electricity, the wires warm up. This energy dissipation results in increases of entropy that greatly exceed the entropy lost in the cooling of the vegetables. In the same vein, the entropy gained in the process of keeping the termites scurrying about and picking up and dropping chips must exceed the entropy loss represented by gathering all the wood chips into a single pile.

There is a big difference between the Termite game and the refrigerator, though. The refrigerator is designed and built to do what it does. The refrigerant molecules do not scurry about randomly sucking up and spitting out chunks of energy. The vast amount of engineering that underlies the refrigerator’s operation is a global scheme that ensures that the refrigerant is compressed, and transported, and expanded at the right times and in the proper sequences. The performance of the termites, on the other hand, emerges from the repeated application of local rules by a collection of agents operating independently and more or less randomly.

So, the entropy of part of a system may decrease provided the entropy of the entire system increases. And, as physicists are wont to do, they proclaim to one and all that this holds true for all physical systems. Stars form from nebulous gases. The entropy of the gases that became the new star decreases, that of the rest increases by a greater amount. Galaxies form from stars – same thing. Planets form from stellar debris or acreted interstellar dust – same thing. Continents emerge, life evolves …

The Termite game and other examples that are real rather than just model emergent systems suggest that achieving local decreases in entropy at the expense of increasing the entropy of the whole may occur through the more or less random actions of independent agents abiding by local rules. Unlike designed or engineered systems, there need not be a designer or an engineer arranging the elements of the system and guiding their actions towards a previously conceived goal. There need not even be a goal.

There is another, more intimate connection between entropy and information. This comes from studies in the 1940’s by Claude Shannon. He was concerned with the transmission of messages along telephone lines (he was working for Bell Telephone Laboratories at the time). How do you quantify the information about a message? How do you measure the degradation of a message transmitted along noisy telephone lines? 

We can simplify matters a bit by thinking of an even older technology – the telegraph. Morse code messages are sent along telegraph lines by using just three symbols, dot, dash, and space. The collection of symbols used in any message can be “coarse-grained” by putting them into three bins and reporting only what fraction of the total symbol count is in each of the three bins. The message is now described by the fraction of the symbols in the message that are dots, dashes, or spaces. Of course, any meaning in the usual sense carried by the original message is now completely obliterated, just as detailed information about particle positions and velocities was lost when Boltzmann coarse-grained the description of a Newtonian system. But, as Shannon wrote, “semantic aspects of communication are irrelevant to the engineering problem.” Shannon was concerned with information about the message, not the information it carried. 

Let’s play the twenty questions game once again. You pick a Morse code symbol from a message, I try to guess it. For any given distribution of symbols how many questions do I need to ask? That is, how much missing information is there? This is Boltzmann’s question, therefore we get Boltzmann’s answer, except that now, it’s called Shannon’s entropy. It’s the negative of Boltzmann’s H,  the same quantity that Boltzmann calculated from the distribution of the positions and velocities of molecules, except that here, it is calculated from the distribution of Morse code symbols. 

Do these two entropies have anything to do with each other? Why do we even give them the same name and utter them in the same breath? Boltzmann was concerned with gas molecules bouncing around in a box. It is true, physicists think that Boltzmann’s results apply not only to molecules in a box, but also to universes and galaxies and refrigerators, even to central nervous systems. But how can the Boltzmann entropies of systems like those be related to the Shannon entropy of messages like “HAVING A GREAT TIME STOP PLEASE SEND MONEY STOP” that used to go from vacationing offsprings to their parents along Western Union telegraph lines?

One place where Boltzmann’s and Shannon’s entropies confront each other is the continuing effort to deal with “Maxwell’s demon,” a fiend of molecular proportions invented by James Clerk Maxwell in 1872 (Leff). A box containing a gas is divided into two by a wall. The two sides initially have the same temperature. That is, their molecules have the same distribution of velocities. Now, imagine a hole in the wall with a trapdoor that is controlled by the demon who selectively allows fast molecules to go from one side to the other, and slow molecules to go the other way. Eventually, there are more fast molecules on one side than on the other. Faster molecules means more energy, higher temperature. The demon has created a temperature difference without doing any work on the molecules.

To put this in a form beloved of nineteenth century thermodynamicists, imagine using the newly-created temperature difference to do some work, just as the difference between the temperature of the exploding air-gas mixture in your car engine and that of the surrounding air is used to propel your car and move you about. In the demon’s scheme, after the work is done, replenish the energy used to do the work by absorbing heat from an appropriate heat reservoir, restoring the system to its original configuration.  This can be done over and over again. What you have is a cycle that does nothing but convert heat completely to work – a violation of the second law, a free lunch!

Since Maxwell’s time, there have been numerous attempts to explain why the demon does not “really” violate the second law. There have also been equally numerous refutations of the explanations. The currently unrefuted explanation is due to Charles Bennett of IBM (Bennet, Stapp, von Bayer). Bennett brings information into the discussion using results due to Rolf Landauer, a former colleague of his at IBM. “Information is physical,” Landauer wrote, and computational processes manipulating information have physical implications. Wedding information theory and computer science to thermodynamics, Landauer proved that while recording information may not have entropic consequences, destroying information does. Destroying information is irreversible. Forgetting is costly. It increases the entropy of the universe.

In this new age, Maxwell’s demon may be replaced by a computer – a device that gathers and analyzes information and performs actions based on the results of its analysis. In the case of Maxwell’s cyclic engine described above, after performing the work and absorbing heat from the reservoir, it was not really restored to its initial state. There’s that demon. The demon, now replaced by a computer, had started with a blank memory, a “tabula rasa” as they used to say. In the process of determining which molecules it should allow to go to one side of the container or the other, it had to gather, store, and analyze information about the molecules. To restore the system, demon included, to its original state, all the information stored by the computer-demon in its memory has to be erased. Erasure increases entropy, enough to make up for the entropy decrease that resulted from the separation of the fast molecules from the slow ones. The second law is saved. The demon has been exorcised by the destruction of information.

So, what do Maxwell’s demon and information and entropy have to do with the Termite game? Why, the termites are computerized incarnations of Maxwell’s demon! Let’s endow each termite with a one-bit memory, that is, it has space only for a 0 or a 1. Suppose that 0 means “I have no chip” and 1 means “I’ve got a chip.” A chipless termite wanders about and bumps into a chip. It checks its memory and sees a 0. In accordance with its rules of behavior, it picks up the chip, writes a 1 into its memory, and goes on its way. When it bumps into another chip, it again checks its memory, sees a 1 and drops the chip. More often than not, the process results in a chip being transported from some isolated location or from a small pile to the edge of a larger pile, increasing the entropy of the wood chips. But it does not increase the entropy of the whole system of wood chips and termites, because to restore the termite to its original condition, the 1 in its memory has to be erased.

Emergent systems, or at least systems that are claimed to be examples of emergence, often include agents that are computer-like. They gather information, analyze them, and act on them. As in the case of the Termite game, the emergence of global structures may not be easily reconciled with the second law of thermodynamics in terms of energy-dissipating processes such as friction or electrical resistance in heat engines or other mechanical or electrical artifacts of previous eras. Indeed, Maxwell’s demon, which goes to the very beginning of the era that laid down the molecular foundations of thermodynamics, could not be so easily explained in these terms. It is the recent confluence of classical thermodynamics, computer science, and information theory that makes it possible for us to understand systems that include these agents a little better. Perhaps, one day, it will even be possible for us to include not just computer-like objects for which “semantic aspects of communication are irrelevant,” but intelligent ones as well, for whom the communication of meaning means something.

Dialogue

Karen: If I can just rephrase what Maxwell’s demon was doing. It’s sitting there observing these molecules and getting the information about whether they’re fast or slow, and making use of that information to open and close the door. But where does the destruction come from?

Al: It’s the information used by the demon to discriminate between slow and fast ones.

Karen: But the devil didn’t do the rest of the cycle. The devil just created the temperature differential.

Al: To create the temperature difference, the demon had to accumulate information about the molecules. If we think of the process in terms of a cycle, to return to the initial condition, not only must the temperature of the two halves of the box be equalized, the demon’s memory must also be erased.

Karen: Oh, OK.

Al: (Explains again with diagram of termite collecting and bringing in wood chip; its memory is reset to 0 when it sets off for another wood chip.)

Doug: This is going to be really important because it means that we will be able to build computers that use far less energy.

Paul: If it’s literally true, and Bennett after this said you can build a computer that uses no energy at all by making all of the processes reversible. He showed that you can. It takes a long time.

Doug: And it’s pretty big.

Ted: But you’d have to throw out the computer after a while.

Doug: That’s right.

Mark: I don’t even see why information is energy.

Al: It’s not! What we’re saying now is that destruction of information causes increasing entropy. 

Mark: So now we need something like an E=mc2 equation that relates energy to information.

Paul: 

No, because all information is a degree of organization of matter-energy. 

So when you’re talking about information you’re not talking about something that is different from matter-energy. You’re talking about the state of organization of matter-energy.

Ted: So, couldn’t you fill up a car with excellent information – that’s what a battery is, right, a library -- 

Paul: A battery is information because it’s organized matter-energy. 

Ted:  So if you let the order disorganize, that could do work.

Paul: It does.

Ted: So the arguments are convertible.

Paul: Oh, absolutely. What I understood Mark to be asking, and it’s really important, there isn’t a box of matter-energy over here and over there, a box of something different which is information. You don’t convert between those two boxes. You’ve got one box of matter-energy; that matter-energy exists in different states of organization. It’s those different states that (we mean) by information. So what’s converting are states.

Doug: So how are energy and information related?

Al: The destruction of information dissipates energy. Just like friction.

Mark: Information is not really a thing. Information is a description of a thing.

Paul: It’s a description of a relationship.

Mark: Of a relationship. So it’s not really clear where this is leading.

Doug: So it seems like you could rewrite E=mc2 to reflect the E with some information loss.

Paul: No, E=mc2  is a general statement about matter/energy, irrespective of its state of organization. It says nothing about information at all, and you can’t equate information. Information is particular kinds of organization of matter-energy. Physical laws in general are about matter-energy in general irrespective of its state of organization. 

Mark: But state of organization must matter somehow, right?

Paul: It does for lots of things, but doesn’t for physicists.

Mark: Oh really?

Paul: Or, it hasn’t in the past. Physicists try to say things about matter-energy from the general perspective of its organization. Biologists try to say things about organized matter-energy.

Mark: So let me ask you a question. You build an atomic bomb. Is it going to matter how the matter and energy, the original uranium, is distributed? Seems like it should matter. Seems like E=mc2  isn’t correct in the sense that there’s going to be some numbers for how the matter was organized, no?

Al: The way that the matter is organized .

Mark: You see my question, though. It seems like information, the organization of matter and energy is a real thing, then physical laws would have to be conditional on the organization. 

Paul: They are, in the following sense. Every physicist knows that you get E=mc2  only if you decide on a circumstance in which all of the energy can somehow be extracted from a certain amount of mass. In practice, you can’t get all of the energy out because you haven’t got the ideal configuration. But the physical law is intended to express the actual occurrence in a particular state of organization. It’s intended to give abstraction which expresses a property that something has irrespective of its state of organization. 

Mark: But I’m saying that it seems like there should be no properties that are irrespective of the state of organization.

Al: Well, take a simple thing like the potential energy of the earth and the moon. It takes on a particular value depending on how far they are from each other. 

Mark: So it’s good, if you take the law of gravity: it has to do with the masses; it has to do with the distance. So that’s what you’re calling the level of organization, and so it is condition, because the gravitation force is different, based on the level of organization. The law is general in that it tells you exactly what kinds of issues about organization you need to look to, but once you’ve plugged those in, you get a different number every time.

Paul: And furthermore, it doesn’t matter whether the mass of one of the objects is uranium or lead, and it also doesn’t matter whether that mass is organized in the shape of a house or a castle.

Al:  But I think that we should not link energy and information too tightly.

Doug: Isn’t there a minimum amount of energy that it takes to erase a piece of information? 

Al: Yes. But you’re talking about only the erasure. What I was showing is that you increase entropy by destroying information.

Karen: So the information loss in this resetting system is that the termite doesn’t remember that it picked up a woodchip, that it wandered around and dropped it someplace.

Al: It resets its memory to what it had in the beginning.

Lisa: But in a sense, that’s still information. The “0” means “I’m not holding something”; the “1” means, “I’m holding something.”

Karen: But it forgets what it did.

Paul: The point is that being in a 0 state does not allow you to go backwards in time.

Ted: But is that necessary for this to work? Why can’t we have termites remembering that they did 23 shifts? 

Paul: If a termite kept a record of all of its previous states, then there would be no information loss, then this analysis wouldn’t hold (?) and that is in fact what Bennett designed, is a computer. You can’t make a computer which keeps sufficient records of every prior step so that it becomes a fully reversible system, and if it’s a reversible system, then if can run with no information loss.

Mark: A butt of jokes is that when economists see something working in practice, they go back to see if it can work in theory. And so, here we know termites can do this, or that the Netlogo program can do this, (we don’t actually know that termites can do this in practice, which makes it even more complicated) and now we’ve got to figure out in theory how you can do it because doesn’t it violate the laws of thermodynamics?

Al: Yes, that’s correct.  

Doug: I was thinking of way to do this without the memory. When the termite runs into another woodchip, it doesn’t have to keep track. It could just look and see, “Am I carrying a wood chip? Oh, yes I am.” But it needs to remember that for a next step.

Paul: The important thing to remember is that in theory, Bennett showed that yes, we can design a computer like you’re talking about. Any state that you put the computer in, determines one-to-one the prior state. Then you can run a computer with no electricity.

Doug: But I was saying the opposite thing: rather than having enough memory to keep track of everything, do it with no memory.

Paul: What all of this says is no you can not.

Ted: But Doug, it sounds to me like your “no memory” is similar to erase the memory every time, which is really different from the keep track of everything you’ve done. That way, you’re creating this negative wood chip pile that exists in the heads – or the ganglia -- of all of the termites. The difference is that that either all termites have some organization that’s distributed among all of the termites that’s been created by the organization of the woodpile. It’s almost like those two cancel out. There’s this negative backwards organization that if that were allowed to interact with the organization of the woodpile, then you’d have a redistribution.

Doug: Stigmergy is maybe an intermediate form of this, where you have information in the environment.

Ted: That’s right. You have to consider the organization of the termites’ neurons as the same system as the organization of the woodchips. So the question is when you organize the woodchips, are you also changing how the termites are organized or is it just the woodpile, because you’ve been instantaneously erasing so that you’re never storing information in the first place.
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